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ABSTRACT

LIQIONG FAN. Covariate Misclassification under Covariate-Adaptive Randomization: Understanding the Impact and Method for Bias Correction (Under the direction of SHARON D. YEATTS).

Covariate-adaptive randomization has been frequently used in randomized controlled trials (RCTs) because it can well balance prognostic factors between treatment groups. However when a subject is assigned a wrong covariate value or misplaced in a wrong cohort during the randomization procedure, it may not only impact the balancing of the covariate, but also influence the treatment assignment based on the assigned cohort. Furthermore, it is preferred that covariates that are adjusted during the randomization procedure should also be adjusted for in the primary analysis. It is not clear whether a corrected covariate value, if it could be ascertained, or a misclassified covariate value should be used for the analysis, since the covariate value is tied both to the randomization procedure and analytic model. In this research, the impact of such misclassification on the type I error rate, power for hypothesis testing for the treatment effect and estimation bias of the treatment effect is explored under covariate-adaptive randomization in Aim 1. In Aim 2, a latent class model, the Continuous-time Hidden Markov Model (CTHMM) is used to estimate the misclassification issue with respect to both the estimation of misclassification probabilities and model diagnosis. An AIC based approach, which is calculated from a modified full data likelihood, is developed to test the assumption of misclassification. In Aim 3, a two-stage analysis strategy is proposed, which combines the CTHMM and the Misclassification Simulation-Extrapolation method (MCSIMEX), to correct the estimation bias of the perfectly measured variable caused by covariate misclassification.

We apply the proposed analysis strategy to data from the Interventional Management of Stroke III trial to demonstrate the two-stage model.

Keywords: RCT, covariate misclassification, covariate-adaptive randomization, latent class model, CTHMM, MCSIMEX
1 INTRODUCTION & BACKGROUND

1.1 Introduction

Randomized controlled trials (RCTs) have been widely used to test the treatment effect within a specific patient population and are considered the gold standard for claiming the efficacy of an intervention in practice (Chalmers et al., 1981; Moher et al., 2010). One of the key elements of the RCTs is the randomization procedure, which protects the validity and generalizability of the result of a trial. Simple randomization is easy to conduct, but balancing of baseline characteristics among groups is not guaranteed, especially when the sample size is small. Covariate-adaptive randomization has been frequently used (Thall and Wathen, 2005; Krag et al., 2010; Atagi et al., 2012; Sherrington et al., 2014; Ellis et al., 2014; Ybarra et al., 2013; Ersek et al., 2012; Weir and Lees, 2003) in RCTs because it can produce well-balanced groups and therefore, presents a more powerful and generalizable result. However, the operating characteristics of the test of the treatment effect are different under simple randomization and covariate-adaptive randomization (Hu and Hu, 2012; Shao and Yu, 2013). In order to obtain a valid test result under covariate-adaptive randomization, a correctly specified analytic model, which includes adjustments for all covariates used during the randomization procedure, is required.

On the other hand, the impact of covariate adjustment in the logistic regression model differs from that in the classic linear regression (Robinson and Jewell, 1991). With classic linear regression, an unbiased estimate for treatment effect can always be obtained, whether or not the model includes adjustment for covariates associated with the outcome, as long as there is no correlation between the treatment and the covariates (Robinson and Jewell, 1991). However, the treatment effect estimate is less precise, and the corresponding test is less powerful, when the model does not adjust for prognostic covariates. Under logistic regression, failure to adjust for a prognostic covariate (i.e., a covariate which is associated with the outcome) will always lead to biased estimate of the treatment effect, although adjusting for the covariate will increase the variance of the treatment effect estimate. That is, covariate adjustment will reduce the precision of the estimate but still result in a power gain.
in terms of the asymptotic relative efficiency (Robinson and Jewell, 1991). Since RCTs often employ a primary analysis based on the logistic regression model in order to analyze binary outcomes, it is important to understand the implications of the selected randomization procedure on the analysis plan.

Because of the requirement of adjusting for the covariates included in the randomization algorithm, the incorrect measurement of those covariates could potentially cause problems for the pursuit of both appropriately balanced treatment arms and effective prognostic adjustments under covariate-adaptive randomization. Measurement error has been a long-standing topic in statistical literature. Misclassification is a special case of measurement error when the mis-measured variable is categorical. When a subject is assigned to a wrong covariate value or mis-placed into a wrong cohort during randomization procedure, it is equivalent to misclassification of the covariate. In an observational study, ignoring measurement error via naïve analysis using mis-measured data will cause biased estimation and power loss with respect to the misclassified variable itself (Buzas, 2006; Carroll et al., 2006). Methods have been developed to correct such bias (Begg and Lagakos, 1993). However, in a RCT setting, the emphasis is much more likely to be the treatment variable, which is considered perfectly recorded, after adjusting for the covariates rather than on the mis-measured covariates themselves. While the impact of covariate misclassification on the estimation of the perfectly measured variable during analysis has been demonstrated in previous observational studies (Buonaccorsi et al., 2005), few researchers have been actually focused on the perfectly measured variable in experimental studies especially that under covariate-adaptive randomization. When a trial employs covariate-adaptive randomization, the misclassified covariate is tied both to the treatment assignment and the analysis. Therefore, it is important to understand the impact of covariate misclassification on the treatment effect estimate, as well as the power and type I error of the corresponding hypothesis test under covariate-adaptive randomization. Whether and how to adjust for error-prone (misclassified) covariates in the analysis needs to be established and rationalized. Furthermore, presumably the bias will apply to the treatment effect estimation, indicating that methods that are specifically designed for bias correction for the treatment effect estimation need to be taken into consideration.
Misclassification error can be well-characterized by a misclassification matrix, if both the truth and the misclassified version of the covariate are known. In many real world applications, however, the truth is unobservable; in order to correct the bias in this case, additional information such as internal/external validation data sets or repeated measurements/replicas are necessary so that misclassification probabilities can be estimated.

In this thesis, the focus will be on effect estimation of the perfectly measured variable, i.e. the treatment effect, when categorical covariates are subject to misclassification. First, the impact of varying rates of covariate misclassification on the type I error rate and power associated with the hypothesis testing for the treatment effect, as well as bias of its estimation, under covariate-adaptive randomization is explored, where the misclassified covariate is adjusted during the randomization procedure. Because binary outcomes and/or event frequency are commonly encountered types of outcomes in medical research, the focus is on the generalized linear regression model. Secondly, given the impact of covariate misclassification on the treatment effect estimation, a method that can account for the uncertainty of the covariate measurement will be developed, thus providing a more accurate estimate of the treatment effect and potentially improving the power to detect it. Finally, the method will be applied to the data from a real trial example, and the results using the developed method compared to those of the naïve analysis, adjusting for the misclassified covariate, and the corrected model, adjusting for the corrected covariate.

1.1.1 Specific Aims

(1) **Specific Aim 1**
   Explore the operating characteristics (type I error, power, and bias of treatment effect estimation) of different analysis strategies for dealing with covariate misclassification under covariate-adaptive randomization.

(2) **Specific Aim 2**
   Assess the ability of the Continuous-Time Hidden Markov Model (CTHMM) to estimate the misclassification probabilities based on a repeatedly measured error-prone variable including
parameter identifiability and accuracy of the estimates.

(3) **Specific Aim 3**

Combine the CTHMM and MisClassification Simulation-Extrapolation method (MCSIMEX) in order to correct the bias of the treatment effect estimation and assess its robustness. Analyze real trial data (IMS III) using the joint modeling strategy in order to both estimate the misclassification probabilities and appropriately correct the estimation of the treatment effect, comparing with naive analysis.
1.2 Background

1.2.1 Motivation & Clinical Relevance

The motivation of this study came from two multicenter RCTs, both of which employed covariate-adaptive randomization. For the Interventional Management of Stroke (IMS) III Trial (Broderick, 2013), the primary objective was to determine the treatment effect of endovascular therapy following intravenous (IV) rt-PA, initiated within 3 hours of symptom onset of ischemic stroke, compared to the standard intravenous rt-PA approach alone. One of the covariates adjusted for during the randomization procedure was stroke severity defined based on the National Institute of Health Stroke Scale (NIHSS) score, ranging from 0-42. For the severity designation, the baseline NIHSS was dichotomized as ≤ 19 VS. ≥ 20, representing mild to moderate stroke and severe stroke, respectively. The NIHSS was also evaluated repeatedly at 40 minutes post IV tPA initiation, 24 hours and 5 days or discharge. The primary outcome of the IMS III trial was functional recovery based on the modified Rankin Scale (mRS) evaluated at 3 month after stroke onset, which was also dichotomized as good outcome (mRS 0-2) VS. poor (mRS > 2). The NIHSS is an important prognostic covariate in that it has been shown to predict outcome well after stroke (Muir et al., 1996; Adams et al., 1999; Frankel et al., 2000; De Haan et al., 1993; Harrison et al., 2013; Glymour et al., 2007). However, the NIHSS was categorized for both randomization and analysis, rather than used in its original ordinal scale, due to ease of interpretation and flexibility of model assumptions. During the trial, data were reviewed by independent clinical monitors. About 2% of the subjects with severe stroke (NIHSS ≥ 20) were identified as having been misclassified as moderate stroke (NIHSS ≤ 19) during randomization, and a similar error rate was found among subjects with moderate stroke for their baseline severity evaluation.

The Progesterone for Traumatic Brain Injury: Experimental Clinical Treatment (ProTECT™) III Trial (Wright, 2014) was designed to determine the efficacy of intravenous progesterone administration, started within 4 hours of traumatic brain injury (TBI), compared to placebo. In the ProTECT Trial, one of the covariates adjusted for during the randomization procedure was the
severity of TBI based on the Glasgow Coma Scale (GCS) or its subdomain of motor score (Motor) if the subject was intubated. The original scale for GCS ranges from 3 to 15, with 3 representing a deep coma and 15 fully awake. The scale was trichotomized into moderate TBI (GCS 9-12), moderate-to-severe TBI (GCS 6-8 or Motor 4-5) and most severe TBI (GCS 4-5 or Motor 2-3). The GCS was evaluated repeatedly while subjects were hospitalized. The primary outcome was functional recovery defined by the Glasgow Outcome Scale-Extended (GOS-E) score at 6 months after the injury. A favorable outcome was defined as GOS-E 5-8. However, after data were reviewed by the trial monitors, the severity stratum were identified being recorded incorrectly among some subjects. In this trial, 8% of the subjects with most severe traumatic brain injury (TBI) were misclassified as moderate-to-severe TBI at baseline; 7% and 3% of moderate-to-severe TBI were misclassified as most severe and moderate TBI respectively; 1% and 14% of moderate TBI were misclassified as most severe and moderate-to-severe TBI. (Supplement Table 1) However, the use of GCS for evaluation is somewhat controversial due to its poor inter-rater reliability (Green, 2011). Therefore, the possibility of being misclassified based on GCS may be even higher in the ProTECT trial.

It is common in practice to use some scores to quantify disease severity, like the NIHSS for stroke and the GCS for TBI. Usually such scores have a relatively wide range so that different manifestations of the disease can be evaluated and incorporated to better describe the disease severity. However, the original scale may not be very helpful, from a clinical or a statistical perspective. Clinically, and most importantly, the association between disease severity and the outcome may not necessarily change in a linear fashion; for example subjects who scored 10 or 12 on the NIHSS may have the same probability of achieving a favorable outcome defined as mRS 0-2 at 90 days after stroke. Thus, there may be biological rationale for categorizing scores to better reflect the ordinal association between disease severity and the outcome. Statistically, while information may be lost when a continuous or ordinal measure (with wide range) is categorized, such categorization is sometimes necessary for model validity. First of all, the normality assumption is often violated when treating the original score as a continuous predictive variable in the model. Secondly, if the generalized linear regression model is used for analysis, the linearity in the logit assumption may also be questionable, which
may result in unreliable estimates. Therefore, a categorized or ordinal version with fewer levels of the covariate scores may be preferred instead.

However, although generic cutoff points that are commonly used in practice may exist for some scores, the choice of cutoff points is often data driven. For example, Schlegel et al. (2003) use 5 and 13 as cutoff points for the NIHSS to predict care level after acute hospitalization of stroke patients. In another study, the same authors use 5, 10 and 15 as cutoff points for the NIHSS (Schlegel et al., 2004) to predict care level among stroke patients treated with rt-PA. Briggs et al. (2001) define mild stroke as an NIHSS < 8 in order to determine the necessity of intensive care for the study with respect to favorable outcome rate, compared to admission to ward unit. Fischer et al. (2005) also use cutoff points of 10 or 12 to associate NIHSS to arteriographic findings in acute ischemic stroke. Given the uncertainty of these cutoff points, together with the potential evaluation error, categorizing such covariates may introduce more or less misclassification of the data, resulting in a biased estimate for the treatment effect and in power loss. Comparing to the model with the adjustment for the data without misclassification, we will get a biased estimate for the effect of treatment and reduced power. Therefore, statistical consideration that accounts for the existence of misclassification should be taken in order to improve the estimate while analyzing such data.

When a covariate-adaptive randomization scheme is employed and a potentially misclassified covariate is included to achieve the balance, it is not clear whether it is appropriate to use the corrected covariate, if it can be ascertained for the analysis, since the treatment is assigned based on the misclassified variable. Intuitively, corrected data are preferred when available; however, under Intention-to-treat (ITT) analysis, misclassified variables should be analyzed to be true to the randomization scheme. More importantly, it is not clear if using the corrected data will impact the validity and reliability of the trial result. It is important to understand the impact of covariate misclassification in the context of randomized controlled trials, especially those conducted under covariate-adaptive randomization, where the misclassified covariate is closely related to the treatment assignment. In trials conducted under simple randomization or in observational studies, naïve analysis which ignores the misclassification (either via a model with misclassified covariates
or omitting the covariate due to quality issues) may cause biased estimates of the treatment effect and power loss for corresponding hypothesis testing (Luo et al., 2012; Greenland, 1980; Flegal et al., 1986; Reade-Christopher and Kupper, 1991; Spiegelman et al., 2000; John, 1993). In trials conducted under covariate-adaptive randomization, the randomization process may have some “add-on” effect, especially on the power and/or type I error rate, since the misclassified covariate is involved in both the randomization procedure and the analysis.

1.2.2 Misclassification

Misclassification can be well characterized using a misclassification matrix, where each element of the matrix represents the probability of being correctly classified or misclassified given the truth. Suppose $X_i, i = 1, 2, 3, \ldots, n$ is the true class to which individual $i$ belongs, where $X_i$ has $k$ categories with probability $\pi_j = \text{Prob}(X_i = j), j = 1, 2, 3, \ldots, k$ and $\pi = (\pi_1, \pi_2, \ldots, \pi_{k-1})^T$. Instead of observing $X_i$, $G_i$ is observed with certain probabilities given $X_i$, i.e. $O_{lj} = \text{Prob}(G_i = l|X_i = j), l = 1, 2, 3, \ldots, k$. Then the $k \times k$ misclassification matrix can be defined as:

$$
\begin{pmatrix}
q_{1,1} & q_{1,2} & \cdots & q_{1,k} \\
q_{2,1} & q_{2,2} & \cdots & q_{2,k} \\
\vdots & \vdots & \ddots & \vdots \\
q_{k,1} & q_{k,2} & \cdots & q_{k,k}
\end{pmatrix}
$$

where each element represents the classification probability of $G$, the observed value, given the true value. When there are only two categories, $q_{11}$ and $q_{22}$ are usually called sensitivity and specificity, i.e. the probability of correctly identifying true positive and true negative, respectively.

In general, there are two types of misclassification: differential and non-differential misclassification, depending on whether or not the error probabilities change according to the level of the outcome or the covariates. In the RCT setting, covariate misclassification is usually non-differential with respect to the outcome, since the value of the covariate is ascertained before the outcome is observed. However, misclassification may be differential with respect to other covariates or even the treatment.
assignment when the randomization procedure does not work well. In particular when the number of the levels of a variable is more than 2, as in the ProTECT trial, the probabilities of being misclassified at each level of the covariate may be different. The misclassification probabilities may also depend on other covariates in the analysis.

1.2.3 Current methods for adjusting covariate misclassification

Many methods have been proposed to correct the bias and improve the accuracy of the estimate for the misclassified variable itself. However, to the best of our knowledge, few methods have been specifically developed for correcting the bias of the perfectly measured variable caused by covariate misclassification. In addition, there is limited research focused on the performance of correcting bias for the perfectly measured variable using methods developed for misclassified variables. The literature review below describes the methods of bias correction for the misclassified variable.

In order to correct a misclassified covariate, additional information is needed with respect to the mis-measured variable. This information includes: internal/external validation data, repeated measurements or replicas and instrumental variables. Pan et al. (Pan et al., 2006, 2009) describe a transition model to analyze data, where one of the covariates is measured with error. A transition model assumes that, conditioning on the history of the outcome and the covariates, the distribution of the current outcome satisfies the Markov property, i.e. the conditional distribution of the current outcome only depends on the q prior outcomes ($q^{th}$ order Markov Chain). They prove that conditioning on the distribution of the history of the outcome and true covariate, the joint distribution of the current outcome and the history of the observed error-prone covariate belong to the exponential family and therefore, sufficient statistics for the true covariate can be obtained. The estimating equation is then constructed by summing over either the conditional score using the likelihood of the full data or the pseudo conditional score function based on conditional density of the outcome given the past history at each time point, which can be solved using the Newton-Raphson approach. However, their mis-measured variable is continuous and has an additive error which is independent of the truth and independently and identically distributed from a normal distribution with a known
variance. Also, both the outcome and mis-measured covariate are measured at the same time and repeatedly over time.

Other approaches described are the two stage models. In the first stage, extra information is used to estimate the parameters for the misclassification mechanism. The estimated parameters then can be incorporated into the analytic model as weights in the second stage. When internal/external validation data are available, for example, Lyles et al. (2010) propose to estimate the Positive Predictive Value (PPV) and Negative Predictive Value (NPV) via likelihood method by combining the observed data, outcome and an educated guess of sensitivity and specificity. Then, the original dataset is expanded using the estimated PPV and NPV as weights, which the analysis model is built upon to estimate the coefficient of interest. Shardell et al. (2014) treat misclassification in the missing data framework, where error-prone values are treated as missing data. After calculating a propensity score, an inverse-probability weighting method is applied for the analytic model for standardization using the complete-data. Chen et al. (2014) propose a two-stage estimation approach for longitudinal ordinal data with misclassification in both response and covariates based on estimating equations. Other so-called semi-parametric methods (Schafer, 2001; Wang CY, 1997; Roeder K, 1996) estimate parameters of the error distribution parametrically and apply nonparametric methods, such as pseudo conditional likelihood, kernel function or mixture model approach to the analytic model.

Fujisawa et al. (2000) discuss some identifiability conditions for misclassified repeated binary responses when repeated measurements or replicas of the error-prone variable are available. They show that at least three repeated measurements are needed in order to simultaneously estimate the misclassification parameters including false positive and false negative rates. White et al. (2001) demonstrate the possibility of using regression calibration for error-prone categorical variables when more than two replicas are available. Li et al. (2004) propose a two stage semiparametric Asymptotic Corrected Likelihood (ACL) estimator. The distribution of the truth is estimated by empirical characteristic functions and truncated inverse Fourier transform (methods proposed by Li et al. (2002), depending upon which the ACL is maximized. Wang et al. (2000) propose an
Expected Estimating Equation (EEE) method to account for the measurement error in longitudinal data. With misclassification, method of moments is recommended to solve for the EEE. It is also extended to the analysis of survival data with covariate misclassification (Wang and Song, 2013) or measurement error (Sinha and Ma, 2014). Wang et al. (1996) use quasi-likelihood models with misclassified covariate replaced by an estimate of the calibrated expected value of the covariate given other perfect measured variable and misclassified variable. The estimation is carried out both using approximations and through Monte Carlo simulation.

A limitation of all these methods is that they require either assumption of a known distribution of the underlying truth or estimation of its distribution given the observed data. None of the methods described above for handling a misclassified covariate takes into consideration the continuous fashion of disease progression and the ordinal nature of its association with the outcome at the same time, which is a reasonable and plausible assumption to make.

1.2.4 Markov chain and Hidden Markov Model

Markov chain is a stochastic process that describes the transitions from one state to another on a state space. It satisfies the Markov property that for a $q^{th}$ order Markov chain, the future state only depends on $q$ states that are prior to that state, but not the entire history of the previous states. Hidden Markov models (HMMs) are built upon an unobservable process, which follow a Markov chain. What is observed is a second stochastic process governed by the underlying unobserved states with certain emission probabilities for each state. Given the latent state, the probability of observing a certain state is called the emission probability. Conditioning on the underlying invisible states, the observed states at each time points are independent, i.e. the latent process contains all information that is needed to explain the observed behavior. Therefore, a HMM is also called a doubly stochastic process (Rabiner, 1990). The model structure can be graphically illustrated as following in Figure 1 (Boyer):

In the context of this research, the latent states $s_1, s_2, \ldots, s_t$ are the unobservable true disease
severity to which a subject belongs at time $t$. The observed states $o_1, o_2, \ldots, o_t$ are the disease severity to which the subject is assigned based on some categorized score, like NIHSS or GCS at each time point. Therefore, the emission probabilities can be considered as the classification probabilities: the probability that a subject is assigned to a certain severity level, given that the subject truly belongs to a specified severity level, i.e.
\[
P_{\text{rob}}(o_t = l | s_t = j), l, j = 1, 2, \ldots, k,
\]
where $k$ is the total number of levels for which the score is categorized.

There are two general forms of the HMM: discrete and continuous time hidden Markov model (DTHMM and CTHMM). DTHMM is considered as the traditional approach to HMM. For DTHMM, the Markov chain is characterized by transition probabilities between hidden states, where the observation times are equally spaced steps and may not be closely relevant. For example, in speech recognition (Rabiner and Juang, 1993; Jelinek, 1997) or biological sequence analysis (Yoon, 2009), DTHMM is a good fit since switching between pronunciations or different functional region on a DNA sequence is observed exactly, thus the DHMM model is widely applied to analyze such data. CTHMM assumes the Markov chain is in a continuous-time fashion and is characterized by transition intensity between hidden states, i.e., the instantaneous transition probabilities. CTHMM is more suitable in medical research, in that disease progression itself is continuous, while the evaluation or observation of disease status is usually irregularly spaced. The exact transition time between states may not be observable, except for absorbing states like death. The application of CTHMM in describing disease progression can be found in the literature (Sweeting et al., 2006; Buter et al., 2008; Terrault et al., 2008; Mayet et al., 2012; Jackson and Sharples, 2002).

Another important advantage of using HMMs is that they automatically account for the potential

![Figure 1: Markov Chain](image)
misclassification of the observed data, since they simultaneously model the transition between the underlying states and the emission probabilities given the underlying truth. In the presence of misclassification, the emission probabilities can be interpreted as misclassification probabilities (Jackson et al., 2003). Therefore, HMMs provide a convenient framework to estimate the misclassification probabilities by modeling the repeatedly measured error prone variable, while taking into consideration the time varying effect of the covariate. Bureau et al. (2003) apply CTHMM to study misclassified disease outcomes with two examples: the oral lesion hairy leukoplakia and cervical human papillomavirus (HPV) infection. The Markov property and the independence assumption allow simultaneous estimation of all possible transitions between disease states together with the probabilities of being misclassified. The structure of the resulting model is relatively simple. In addition, they also proposed a modification that can be used to include covariates in the model, thus providing a more flexible way to address different misclassification assumptions. However, the model goodness of fit and Markov property need to be assessed using diagnostic techniques. Jackson et al. (2003) also present a multistate Markov model for disease progression with the states of the disease subject to misclassification. The model is used to simultaneously estimate the sensitivity and specificity of ultrasonography screening for aortic aneurysm as well as the progression rate between latent stages. They also point out that pre-specifying the initial conditions of a Markov process was very important in order to get accurate estimation, which would be the starting value of the probability that underlying states occupied in the misclassification case. Van Den Hout et al. (2009) fit a three-state CTHMM to estimate life expectancy in health and ill health, with allowed misclassification in the observed improvement of cognitive ability. Gangnon et al. (2014) also apply CTHMM to investigate the impact of misclassification of age-related macular degeneration on the baseline intensity. After accounting for misclassification, the regression of the disease is rare, which is different from previous results reported in the literature.
1.2.5 Misclassification Simulation-Extrapolation Method (MC-SIMEX)

Misclassification Simulation-Extrapolation Model was an extension of the Simulation-Extrapolation (SIMEX) method for measurement of error model (Kuchenhoff et al., 2006). The SIMEX model was first introduced by Cook and Stefanski (1994). It was a simulation based method of inference which was simple to implement especially for fitting generalized linear models. The basic idea for this method is that by adding an extra known increment of error to the data, the pattern or trend of change in the estimation can be demonstrated. Then, the inference in the case of no measurement error can be obtained by extrapolating this trend back. One requirement for this method is that the trend of change is in general monotone convex or concave in order to get conservative corrections using best linear-tangential approximations. In 2006, Kuchenhoff, Mwalili and Lesaffre (Kuchenhoff et al., 2006) introduced the MCSIMEX model by extending the SIMEX method, which is a general regression method that deals with misclassification cases. It can be applied to misclassification of the outcome, predictors or both.

For the MCSIMEX model, a pre-specified misclassification matrix is needed in order to characterize the misclassification error and simulate the pseudo contaminant data sets as in the SIMEX method. The misclassification matrix is first factorized based on the diagonal matrix of eigenvalues and corresponding matrix of eigenvectors. Then the extra increment of the error is added with a fixed grid of values (integers such as 1, 2, , . . . , n), raising to the power to the diagonal matrix of the eigenvalues. In the simulation step, for each increment of the error, B new pseudo data sets are simulated using the misclassification matrix with the additional error. The estimate of the coefficients in the model is then an average over those obtained based on the B pseudo data sets. In the extrapolation step, a parametric model is fit on the estimated coefficients obtained in the simulation step and the fixed grid of values by least squares. The forms of the extrapolation function (parametric model) can be linear, quadratic, exponential, or log-linear functions, with the quadratic extrapolation function performing the best in most cases.

According to their simulation results, the MCSIMEX method performs better than simple matrix
method with respect to the coverage probabilities for the parameter of error-prone variable, although they show similar bias correction abilities. Compared to the maximum likelihood method, the MCSIMEX model does not perform as well. However, due to its ease of implementation and flexibility of dealing with more complicated modeling, as well as its comparable ability for bias reduction and good coverage probability, it is still suggested to use the MCSIMEX model when applicable.
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Abstract

Under covariate adaptive randomization, the covariate is tied to both randomization and analysis. Misclassification of such covariate will impact the intended treatment assignment; further, it is unclear what the appropriate analysis strategy should be. We explore the impact of such misclassification on the trial’s statistical operating characteristics. Simulation scenarios were created based on the misclassification rate and the covariate effect on the outcome. Models including unadjusted, adjusted for the misclassified, or adjusted for the corrected covariate, were compared using logistic regression for a binary outcome and Poisson regression for a count outcome. For the binary outcome using logistic regression, type I error can be maintained in the adjusted model but the test is conservative using an unadjusted model. Power decreased with both increasing covariate effect on the outcome as well as the misclassification rate. Treatment effect estimates were biased towards the null for both the misclassified and unadjusted models. For the count outcome using a Poisson model, covariate misclassification led to inflated type
I error probabilities and reduced power in the misclassified and the unadjusted model. The impact of covariate misclassification under covariate-adaptive randomization differs depending on the underlying distribution of the outcome.
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2.1 Introduction

The randomized controlled trial (RCT) is considered the gold standard for valid inference regarding the efficacy of an intervention. One of the key elements of an RCT is its randomization procedure which assures the validity and generalizability of the trial’s results. Simple randomization is often used due to its ease of implementation; however, large imbalance in baseline covariates across treatment arms may result, especially when sample size is not sufficiently large. Covariate-adaptive randomization has been frequently used in order to control the imbalance (Thall and Wathen, 2005; Krag et al., 2010; Atagi et al., 2012; Sherrington et al., 2014; Ellis et al., 2014; Ybarra et al., 2013; Ersek et al., 2012; Weir and Lees, 2003). A trial well-balanced on prognostic covariates is more powerful in the comparison of the treatment effect and yield a more convincing result (Kundt, 2009). It will also increase the power for subgroup analyses (Toorawa et al., 2009), since it balances the treatment arms among subjects with a given factor. However, under covariate adaptive randomization, the intended type I error rate can be maintained only when the model is correctly specified, which means that all covariates included in the randomization procedure are also included in the analytic model (Hu and Hu, 2012; Shao and Yu, 2013).

Unfortunately, covariates are sometimes measured with error, and in the case of categorical covariates, we consider these subjects to be misclassified. The rate of misclassification may vary from trial to trial and from covariate to covariate. For example, according to the review of Data and Safety Monitoring Board, in the Interventional Management of Stroke (IMS) III trial (Broderick, 2013), about 2% of subjects with severe stroke were misclassified as having a moderate stroke, and similarly about 2% of subjects with moderate stroke were misclassified as having a severe stroke at the time of randomization. In the Progesterone for Traumatic Brain Injury: Experimental Clinical Treatment (ProTECT III) trial, 13.8% of the subjects with most severe traumatic brain injury (TBI) were misclassified as having a moderate to severe TBI; 7% and 3% of moderate severe TBI were misclassified as having a most severe and moderate TBI, respectively; 1% and 14% of moderate TBI were misclassified as most severe and moderate severe TBI.
Under the covariate-adaptive randomization scheme, the treatment assignment is tied to the misclassified covariate; as a result, it is not clear whether the analysis should be based on the misclassified covariate information or the corrected data. Intuitively, corrected values are preferred when available; however, under intention-to-treat (ITT) analysis, misclassified variables should be analyzed in order to remain true to the randomization scheme. Naïve analysis which ignores the misclassification (either via a model with misclassified covariates or without adjustment) may cause biased estimates of the treatment effect, which may directly impact the power of the trial, as well as its validity and reliability (Luo et al., 2012; Greenland, 1980; Flegal et al., 1986; Reade-Christopher and Kupper, 1991; Spiegelman et al., 2000; John, 1993). Moreover, unlike simple randomization, covariate-adaptive randomization may have some “add-on” effect, especially on the power and/or type I error. Therefore, it is important to understand the impact of misclassification errors in the context of RCTs, where the power, type I error and bias in the treatment effect are important components to the success of a trial.

With classic linear regression, if the covariate is only correlated with the outcome but not the treatment, an unbiased estimate for treatment effect can always be obtained whether or not that covariate is included in the model (Robinson and Jewell, 1991). Therefore, covariate misclassification will not impact the point estimate of the treatment effect but will reduce the power of hypothesis testing for the treatment effect. Under the generalized linear regression framework, where the outcomes have an underlying binomial or Poisson distribution, the impact of covariate adjustment is different (Robinson and Jewell, 1991). For a binary outcome with logistic regression, if the true outcome distribution is conditioned on the covariate (i.e. there is covariate effect on the outcome), failure to adjust for the covariate results in a biased estimate for the treatment effect (Robinson and Jewell, 1991; Gail et al., 1984). On the other hand, inclusion of the covariate increases the variance of the estimate for the treatment effect. That is, adjusting for a prognostic covariate will reduce the precision of the treatment effect estimate, but still results in power gain for the test of treatment in terms of the asymptotic relative efficiency (Robinson and Jewell, 1991). Given the above impact of covariate adjustment in both randomization and analysis, it is necessary
to explore the influence of covariate misclassification on type I error, power and estimation bias for the treatment effect under covariate-adaptive randomization. In this paper, we investigate this impact, with a focus on analysis via generalized linear regression models in the scenario where the true covariate value is available at the time of the analysis. We provide the results of a simulation study conducted under covariate-adaptive randomization. Section 2 provides a theoretical explanation for the simulation result. The simulation methods are described in Section 3 and the results shown and explained in Section 4. We provide the conclusion and discussion about the impact in practice and some recommendations in the last section.

2.2 The validity of the tests when covariate is misclassified

2.2.1 Outcome with underlying binomial distribution

Shao et al. (2013) has shown that under covariate-adaptive randomization, the nominal level of the test will be maintained only when the covariates are adjusted for in the analysis; the test without covariates is conservative unless there is no covariate effect on the outcome. When the covariate adjusted for is misclassified, the nominal level of the test will still be maintained. To show this, suppose a pooled table and sub-tables are set up as in Table 1; where Y, Z, X and G represent outcome, treatment assignment, true covariate and misclassified covariate respectively. The prevalence of the covariate in the data is m, i.e. $\text{Prob}(X = 1) = m$.

<table>
<thead>
<tr>
<th>Pooled Table</th>
<th>Sub-table $X = 1$</th>
<th>Sub-table $X = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y = 1$</td>
<td>$Y = 1$</td>
<td>$Y = 1$</td>
</tr>
<tr>
<td>$Y = 0$</td>
<td>$Y = 0$</td>
<td>$Y = 0$</td>
</tr>
<tr>
<td>$Z = 1$</td>
<td>$N_1$</td>
<td>$Z = 1$</td>
</tr>
<tr>
<td>$Z = 0$</td>
<td>$N_0$</td>
<td>$Z = 0$</td>
</tr>
</tbody>
</table>

Assume the misclassification probabilities $k_i, i = 0, 1$ are non-differential with respect to the outcome Y, i.e. $\text{Prob}(G = 1 | X = 0) = k_0, \text{Prob}(G = 0 | X = 1) = k_1$. Then the resulting expected cell frequencies for the sub-tables stratified by the misclassified covariate $G$ are in Table 2.

<table>
<thead>
<tr>
<th>Pooled Table</th>
<th>Sub-table $X = 1$</th>
<th>Sub-table $X = 0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z = 1$</td>
<td>$a_1$</td>
<td>$b_1$</td>
</tr>
<tr>
<td>$Z = 0$</td>
<td>$c_1$</td>
<td>$d_1$</td>
</tr>
<tr>
<td>$G = 1$</td>
<td>$N_1m$</td>
<td>$Z = 1$</td>
</tr>
<tr>
<td>$G = 0$</td>
<td>$N_0m$</td>
<td>$Z = 0$</td>
</tr>
</tbody>
</table>

Table 1: Expected cell frequencies for pooled and sub-tables
Then,

\[
Prob(Y = 1|X = 1, Z = 1) = \frac{a_1}{N_1m} \tag{1}
\]

\[
Prob(Y = 1|X = 1, Z = 0) = \frac{c_1}{N_0m} \tag{2}
\]

Under the null distribution where there is no treatment effect, given \(X = 1\), the probabilities in (1) and (2) are equal, i.e. \(\frac{a_1}{c_1} = \frac{N_1m}{N_0m} = t\), where \(t\) is the constant ratio between \(a_1\) and \(c_1\), as well as \(N_1\) and \(N_0\). Then \(a_1\) and \(N_1\) can be expressed as \(a_1 = tc_1\) and \(N_1 = tN_0\). The ratio between \(a_0\) and \(c_0\) equals to \(t\) as well because given \(X = 0\), under the null distribution, \(\frac{a_0}{c_0} = \frac{N_0m}{N_0m} = t\). When there is misclassification as in Table 2, the probability of \(Y = 1\) can be expressed as:

\[
Prob(Y = 1|G = 1, Z = 1) = \frac{a_1(1 - k_1) + a_0k_0}{N_1m(1 - k_1) + N_1(1 - m)k_0} \tag{3}
\]

\[
Prob(Y = 1|G = 1, Z = 0) = \frac{c_1(1 - k_1) + c_0k_0}{N_0m(1 - k_1) + N_0(1 - m)k_0} \tag{4}
\]

Using the ratio notation defined above, then (3) becomes

\[
Prob(Y = 1|G = 1, Z = 1)
= \frac{tc_1(1 - k_1) + tc_0k_0}{tN_0m(1 - k_1) + tN_0(1 - m)k_0}
= \frac{c_1(1 - k_1) + c_0k_0}{N_0m(1 - k_1) + N_0(1 - m)k_0}
= Prob(Y = 1|G = 1, Z = 0)
\]
That is, although the proportion of $Y = 1$ is altered by the misclassification process from (1) to (3), the magnitude of the change is the same across treatment arms under the null distribution. Thus, if there is no treatment effect given the true covariate value $X = 1$, there is no treatment effect given the misclassified covariate $G = 1$. The same approach can be used to demonstrate the impact given $X = 0$ and $G = 0$. Therefore, the type I error probability is not affected by the misclassification, regardless of whether adjustment is made for the true covariate or the misclassified covariate.

### 2.2.2 Outcome with underlying Poisson distribution

The asymptotic property of the Poisson log-linear regression models was also developed by Shao et al. (2013). With the quasi-Poisson regression models, the estimated variability of the outcome based on the unadjusted model then becomes $\varphi E(Y_{ij})$, where $\varphi$ is the estimated over-dispersion parameter and is greater than 1 if the data are over-dispersed. Therefore, an extension to the equation in Shao et al. becomes:

\[
\lim_{N \to \infty} \text{pr}_y(|T_s| > C\alpha) = 2\Phi\left(\frac{-C\alpha \varphi E(Y_{ij})}{E\{E(Y_{ij} | X_i)\}}\right)
\]

which reduces to $2\Phi(-C\alpha \varphi)$, and the test is conservative in the unadjusted model of quasi-Poisson regression under covariate-adaptive randomization. However, the estimated over-dispersion parameter in a naive model of quasi-Poisson regression will depend on the amount of misclassification in $G$, the misclassified covariate. And the overall variability could be estimated correctly. Thus the type I error could be maintained. The same rationale works for the negative binomial regression model.

### 2.3 Simulation scenarios and hypothesis testing

Suppose a randomized controlled trial is going to be carried out with a goal of detecting an absolute 10% difference in a favorable outcome, with a 40% success rate assumed in the control group. This
yields an unadjusted odds ratio of 1.5 for the treatment effect. A sample size of 1,000 (500 subjects per group) is estimated in order to obtain 90% power to detect this unadjusted effect at a 5% significance level. This is similar to the assumptions specified in the IMS III trial design (Broderick, 2013). For each scenario described below, 10,000 trials are simulated using Monte Carlo simulation method. The operating characteristics – type I error, power and bias with respect to the treatment effect – are compared between simple randomization and covariate-adaptive randomization.

In each trial, there are three variables of primary interest: $Z$ is a dichotomous treatment assignment, $X$ is a prognostic covariate which is dichotomous and subject to misclassification, and $Y$ is the outcome of interest. We assume $Z$ is perfectly measured (i.e., recorded without error). We also assume that the misclassification error of $X$ is non-differential with respect to the treatment and the covariate itself, i.e. the misclassification probabilities are the same for both treatment arms as well as at both levels of the covariate. No interaction between the treatment effect and the covariate is considered. Dichotomized variables $X$ and $Z$ are generated from a Bernoulli distribution with $p = 0.5$, i.e. $\text{Prob}(X = 1) = \text{Prob}(X = 0) = \text{Prob}(Z = 1) = \text{Prob}(Z = 0) = 0.5$. A misclassified version of $X$, denoted as $G$, is also generated, with the same misclassification rates for each level of $X$ (i.e. $\text{Prob}(G = 1|X = 0) = \text{Prob}(G = 0|X = 1)$), varying from 0 to 40%. Under simple randomization, $X$ (as well as $G$) and $Z$ are generated independently, while under covariate-adaptive randomization, $Z$ is generated within each level of $G$, the misclassified version of the covariate. Both permuted block randomization and biased-coin randomization are incorporated for covariate-adaptive randomization. Based on published recommendations, the block size for permuted block randomization is set at 4 (Efron, 1971; Matts and Lachin, 1988) and the probability assigned to the biased-coin is 0.85 (Smith, 1984; Zelen, 1974).

We investigate two different types of outcome, binary and count data, both of which are analyzed using generalized linear regression models. For the dichotomous outcome, the response variable $Y$ is generated from a Bernoulli distribution; when the outcome represents count data, the response variable $Y$ is generated from a Poisson distribution. In both cases, the linear combination of $X$ (the correct version of the covariate), $Z$ (treatment assignment), and their corresponding prespecified
coefficients are used to define the distributional parameters: the probability for the Bernoulli distribution and the rate for the Poisson distribution. For both outcomes, the beta coefficient for $Z$ is fixed at 0.405 under all scenarios. This is equivalent to either an unadjusted OR of 1.5 or rate ratio of 1.5 between treatment groups. For logistic regression, the coefficient for $X$ also varies from -3 to +3, which results in a wide range of $X$ effects on $Y$ on the scale of odds ratio (ranged from 0.064 to 23.2). For Poisson log-linear regression, the coefficient for $X$ is fixed at 1.6 (rate ratio = 4.95) with varying misclassification rate.

Hypothesis testing for the effect of treatment $Z$ is based on three analysis approaches (described below) applied to the simulated data. All models include treatment $Z$. Model (5) is the true model, adjusting for the corrected version of the covariate $X$. Model (6) is the misclassified model, adjusting for the misclassified covariate $G$. Model (7) is the unadjusted model including only treatment $Z$:

$$g_1(p) = \beta_0 + \beta_Z Z + \beta_X X \quad (5)$$
$$g_2(p) = \beta_0 + \beta_Z Z + \beta_G G \quad (6)$$
$$g_3(p) = \beta_0 + \beta_Z Z \quad (7)$$

In each model, $g(p)$ is the link function – logit when $Y$ is binary or log when $Y$ is count; $p$ is the parameter for the distribution, either $\text{Prob}(Y = 1 | \cdot)$ or $\text{Pois} (\lambda | \cdot)$. For count data, in addition to the Poisson log-linear regression, quasi-Poisson and negative binomial regression are also considered given the potential in practice for over-dispersion.

### 2.4 Simulation study

Figures 2 – 8 show the results under simple randomization (Panel A) and that under covariate-adaptive randomization (Panel B). We only present the results under stratified permuted block randomization for covariate-adaptive randomization, because the results are similar under stratified permuted block randomization and stratified biased coin randomization. Supplemental Tables 3 –
provide detailed numerical examples with pre-specified coefficients describing and comparing the change pattern for type I error, power and bias. Throughout the simulation, the bias is defined as the difference between the estimated beta coefficient and 0.405, the true parameter value.

2.4.1 Dichotomized outcome: logistic regression with logit link

The operating characteristics for each model are presented as follows: the true model (Model (5)) is represented in red, the misclassified or naive model (Model (6)) is represented in blue, and the unadjusted model (Model (7)) is represented in black.

2.4.1.1 Under simple randomization

Under simple randomization, where covariate information is not adjusted for during the randomization process, misclassification impacts the hypothesis testing and parameter estimation only through covariate adjustment in the analysis. The type I error is maintained in all three models (Figure 2, Panel A). The true model has the smallest power loss, while the unadjusted model has maximum power loss (Figure 3, Panel A). The power loss of the misclassified model depends on the misclassification rate, as well as the magnitude of the effect of covariate $X$ on the outcome $Y$. With increasing rate of misclassification or increasing magnitude of the effect of covariate $X$, the amount of power loss increases. As expected based on the literature (John, 1993; Gail et al., 1984), the estimated beta coefficient of treatment $Z$ is biased towards the null in the unadjusted model, while the estimate in the true model is unbiased (Figure 4, Panel A). The direction of the bias caused by misclassification in the misclassified model is the same as that caused by failing to adjust, and is towards the null. The magnitude of this bias in the adjusted misclassified model increases with increasing misclassification rates as well as with increasing absolute magnitude of $\beta_x$, the covariate effect.

2.4.1.2 Under covariate-adaptive randomization

Under covariate-adaptive randomization, information from covariate $G$ is adjusted for during the randomization. Either $X$ or $G$ is adjusted for in the final analytic model. Hypothesis testing for the treatment effect is conservative using
the unadjusted model, while both the misclassified model and the true model preserve the nominal type I error (Figure 2, Panel B). With increasing misclassification rate, the type I error of the unadjusted model approaches the nominal level.

The impact of covariate misclassification on power under covariate-adaptive randomization is the same as that under simple randomization (Figure 3) with respect to both the pattern and magnitude of the impact. The true models have the smallest power loss under all scenarios. The magnitude of power loss is not trivial using the unadjusted model when the covariate effect is large relative to the treatment effect. The power loss caused by adjusting for the misclassified covariate depends on both the magnitude of the covariate effect as well as the misclassification rate, similar to what is observed for simple randomization. For example, when $\beta_x = -2.0$ and $\beta_z = 0.405$, the power of the true model is about 80%, while the power of the unadjusted model is only 70%, although the study is designed to have 90% power. The power for the misclassified model is in between that of the true model and the unadjusted model. A direct comparison between simple randomization and covariate-adaptive randomization can be seen in the supplementary document (Figure ??). The resulting power for the unadjusted/misclassified/true model under covariate-adaptive randomization is very close to each of those under simple randomization.

Also, the pattern in the changes in the bias under covariate-adaptive randomization was similar to that under simple randomization (Figure 4). The maximum bias was observed in the unadjusted model; with approximately 10% misclassification, the bias observed in the misclassified model was about a half of what was observed in the unadjusted model. At higher rates of misclassification (30% or higher), adjusting for a misclassified covariate was similar to not adjusting for the covariate in terms of bias in the estimated treatment effect.
Figure 2: Change pattern of Type I error under simple randomization (Panel A) and under covariate-adaptive randomization (Panel B).

Each plot represents a different misclassification rate of 0, 0.10, 0.25, and 0.4. The X-axis represents the beta coefficients of the covariate, which ranged from -3 to +3.
Figure 3: Change pattern of power under simple randomization (Panel A) and under covariate-adaptive randomization (Panel B).

Each plot represents a different misclassification rate of 0, 0.10, 0.25, and 0.4. The X-axis represents the beta coefficients of the covariate, which ranged from -3 to +3.
Figure 4: Change pattern of bias under simple randomization (Panel A) and under covariate-adaptive randomization (Panel B).

Each plot represents a different misclassification rate of 0, 0.10, 0.25, and 0.4. The X-axis represents the beta coefficients of the covariate, which ranged from -3 to 3.
2.4.2 Count of events as outcome: Poisson, quasi-Poisson and negative binomial regression with log link.

For the simulated count data, we fit 3 sets of log-linear regression models: Poisson regression, quasi-Poisson regression and negative binomial regression. Each set of regression models includes an unadjusted model, a model adjusted for the misclassified covariate and a model adjusted for the corrected covariate.

With Poisson regression (Figure 6 – 8, solid lines), under simple randomization the type I error (Figure 6, Panel A) is maintained only in the true model (red line). Both the unadjusted (black line) and misclassified (blue line) models have inflated type I error probabilities, with the magnitude of inflation increasing with increasing misclassification rate in the misclassified model, and maximized in the unadjusted model. Pre-specified power (Figure 7, Panel A) is obtained using the true model only. The unadjusted model has the maximum power loss, and the power loss observed in the misclassified model increases with increasing misclassification rate. No bias (Figure 8, Panel A) is observed for the estimate of the treatment effect in any of three models. Under covariate-adaptive randomization, the true model (red line) maintained the type I error (Figure 6, Panel B) at the nominal level. In data with no misclassification, the type I error is also maintained in the unadjusted model (black line). However, with increasing misclassification rate, type I error probabilities are inflated in both the unadjusted (black line) and misclassified (blue line) models with a similar magnitude. The loss in power under covariate-adaptive randomization (Figure 7, Panel B) is similar to that under simple randomization. Bias is negligible for all three models (Figure 8, Panel B).

Quasi-Poisson regression and negative binomial regression behave similarly to each other. To better demonstrate graphically, only results of quasi-Poisson regression are shown in Figure 6 – 8 (dashed lines). While use of the quasi-Poisson or negative binomial regression captures the over-dispersion described earlier, the target power is maintained only by the true model. In fact, failure to adjust is associated with an even larger power reduction for these over-dispersed models than for the
typical Poisson regression model. As previously demonstrated, the magnitude of power loss in the misclassified models depends on the misclassification rate. Under simple randomization (Figure 6, Panel A), all models maintain the nominal type I error. However, using the unadjusted quasi-Poisson (green line) or negative binomial regression model (result not shown), more significant power loss than that of the unadjusted Poisson regression model (black line) is identified. The magnitude of power loss in the misclassified models (purple line) depends on the misclassification rate. Under covariate-adaptive randomization (Figure 6, Panel B), both of the adjusted models with either the true covariate (orange line) or the misclassified covariate (purple line) maintains type I error, while the unadjusted models are conservative. The misclassified models again demonstrate substantial power loss (almost doubled) compared to that of the misclassified Poisson model (blue solid line). The estimated dispersion parameter increases in the misclassified model (Figure 5) as well, where the estimated dispersion parameter is maximized in the unadjusted model and fixed, regardless of the misclassification rate. Again, no bias is identified in any of the models under either randomization procedure.
Figure 6: Change pattern of Type I error for count data under simple randomization (Panel A) and covariate-adaptive randomization (Panel B) $\beta_x = 1.6; \beta_z = 0.4; \lambda_{treat}/\lambda_{control} = 1.5.$
Figure 7: Change pattern of power for count data under simple randomization (Panel A) and covariate-adaptive randomization (Panel B) $\beta_x = 1.6; \beta_z = 0.4; \lambda_{treat}/\lambda_{control} = 1.5.$
Figure 8: Change pattern of bias for count data under simple randomization (Panel A) and covariate-adaptive randomization (Panel B) $\beta_x = 1.6; \beta_z = 0.4; \lambda_{treat}/\lambda_{control} = 1.5$. 
2.5 Conclusions and discussion

When the misclassification rate is high, covariate-adaptive randomization performs more like simple randomization. With increasing misclassification rate, especially when the misclassification rate is relatively large (e.g. 40%), the covariates are not informative during the covariate-adaptive randomization process. Under simple randomization, where the covariate is not involved during randomization procedure, covariate misclassification will only cause power loss and biased estimation through analytic models, and this result is consistent with the literature (Greenland, 1980; John, 1993; Robinson and Jewell, 1991). However, the results under covariate-adaptive randomization indicate that the impact of the randomization scheme depends on the underlying distribution of the outcome.

For binary outcome with logistic regression, covariate-adaptive randomization does not have an additive effect on bias and power loss caused by covariate misclassification, even when the misclassified covariate is adjusted for in the randomization procedure and in the model. While the type I error probability can be maintained through adjustment for the misclassified covariate, the resulting power is less than targeted, whereas adjustment for the corrected covariate will minimize the power loss and maintain nominal type I error probability. The bias of the estimate for the treatment effect has the same direction in the misclassified model as that in the unadjusted model, with a smaller magnitude in the misclassified model. The magnitude of the bias depends on the misclassification rate as well as the effect of the covariate on the outcome. The amount of bias and power loss is not trivial, especially when the covariate effect on the outcome is relatively large compared to the treatment effect. The operating characteristics of misclassified models are more similar to that of the unadjusted models as the misclassification rate increases. The results presented pertain to the scenario where the covariate prevalence is 50% (i.e. $\text{Prob}(X = 0) = \text{Prob}(X = 1)$). Additional simulations (results presented in the supplementary document, Figure 10) demonstrate that, for a given covariate effect and misclassification rate, the effect of the misclassification on the power and the bias is slightly lessened when the covariate prevalence is away from 50%, but the pattern remains the same. This is likely because the variability in the covariate is maximized when
the prevalence is 50%. When the prevalence is much larger than 50%, the information gained by inclusion of the covariate is reduced, as is the noise introduced by the misclassification.

For count of events with Poisson regression, on the other hand, the randomization scheme does have additional influence on power and type I error. No bias is observed using either an adjusted or unadjusted model under either randomization scheme. This is consistent with the finding by John et al. (1993) and Gail et al. (1984). Under simple randomization, the magnitude of power loss and type I error inflation is maximized in the unadjusted model regardless of covariate misclassification, but increases with increasing misclassification rates in the misclassified model. However, under covariate-adaptive randomization, the operating characteristics of the misclassified model and the unadjusted model are similar, where power loss and type I error rate inflation in both models depends on the rate of misclassification.

Due to misclassification, only part of the variability of the covariate is accounted for through the randomization procedure. With either the unadjusted model which excludes the covariate or the misclassified model, the “residual” variability due to the covariate results in over-dispersion. This over-dispersion will not be estimated correctly using Poisson regression since the estimated variance is assumed to be equal to the expected count. Thus under covariate-adaptive randomization, with Poisson regression, the variability for the outcome in an unadjusted model or misclassified model will be underestimated with the amount depending on the misclassification rate. As a result, power is reduced and type I error is inflated. Quasi-Poisson and negative binomial models are very often used for data with anticipated over-dispersion. Given the flexibility to estimate the variance differently from the expected count in these two models, the variability in the covariate, which is not sufficiently accounted for because of covariate misclassification during randomization, can be estimated through the adjusted model. However, with the unadjusted model, where no information about the covariate is included in the model, the amount of “residual” variability can’t be accurately estimated. Instead, the unadjusted quasi-Poisson and negative binomial models will be estimating over-dispersion, which does not truly exist (or at least partly) since the variability (or part of the variability) of the covariate is eliminated under covariate-adaptive randomization.
The work described herein assumes that the true value of the prognostic covariate is observable, which is not always the case. The main purpose is to show how misclassification in the covariates affects the estimation of the treatment effect. The results remain relevant when the truth is not observable, although the manner in which such misclassification would be identified and corrected is left as a topic for future work. One limitation of this work is that we only considered non-differential misclassification of the covariate with respect to treatment assignment; differential misclassification may have more complicated impact on the treatment effect estimation if the treatment effect itself is expected to vary according to the covariate. In addition, we only investigated two types of covariate-adaptive randomization, other randomization algorithms may also be considered in the future.

Overall, adjustment for the covariate is always recommended in the final analysis even when the quality of the covariate is questionable. Effort should be made to identify potential misclassification and adjust for the corrected covariate in the analysis in order to minimize power loss and to more accurately estimate the treatment effect. On the other hand, given the fact that the effect of prognostic covariates on the outcome reported in the literature varies, statistical methods, and perhaps sample size reassessment, should be considered to correct the bias in estimating treatment effect if there is anticipated or observed covariate misclassification.
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Figure 9: Direct comparison of power between simple randomization and covariate-adaptive randomization
Figure 10: Impact of covariate misclassification on power and bias with varying covariate prevalence.

The misclassification probabilities are fixed at 20% for both levels of the covariate. The crude covariate effect on the outcome in terms of Odds Ratio is 4.95. The X-axis represents varying prevalence of the true covariate, i.e. \( \text{Prob}(X = 1) \), from 0.1 to 0.9.
Table 3: Logistic regression model, $\beta_x = -2.0, OR_{x|z} = 0.14; \beta_z = 0.4, OR_{z|x} = 1.5$

<table>
<thead>
<tr>
<th>Misclassification Rate (%)</th>
<th>BIAS</th>
<th>POWER</th>
<th>TYPE I ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True</td>
<td>Misclassified</td>
<td>Unadjusted</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Randomization</td>
<td>-0.00077</td>
<td>-0.00077</td>
<td>-0.08595</td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>-0.00153</td>
<td>-0.00153</td>
<td>-0.08711</td>
</tr>
<tr>
<td>Stratified Biased Coin</td>
<td>0.002781</td>
<td>0.002781</td>
<td>-0.08411</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Randomization</td>
<td>0.001811</td>
<td>-0.03453</td>
<td>-0.08486</td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>-0.00091</td>
<td>-0.03669</td>
<td>-0.08673</td>
</tr>
<tr>
<td>Stratified Biased Coin</td>
<td>0.001959</td>
<td>-0.03303</td>
<td>-0.08352</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Randomization</td>
<td>0.002804</td>
<td>-0.05681</td>
<td>-0.08352</td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.000973</td>
<td>-0.05793</td>
<td>-0.08459</td>
</tr>
<tr>
<td>Stratified Biased Coin</td>
<td>0.002197</td>
<td>-0.0572</td>
<td>-0.084</td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Randomization</td>
<td>0.002623</td>
<td>-0.0716</td>
<td>-0.08313</td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.00025</td>
<td>-0.0751</td>
<td>-0.08658</td>
</tr>
<tr>
<td>Stratified Biased Coin</td>
<td>0.000451</td>
<td>-0.07347</td>
<td>-0.08512</td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Randomization</td>
<td>0.001673</td>
<td>-0.08213</td>
<td>-0.08508</td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.003136</td>
<td>-0.08087</td>
<td>-0.08392</td>
</tr>
<tr>
<td>Stratified Biased Coin</td>
<td>0.001022</td>
<td>-0.0824</td>
<td>-0.08546</td>
</tr>
</tbody>
</table>
Table 4: Logistic regression model, $\beta_x = 1.59, OR_{x\mid z} = 4.90; \beta_z = 0.4, OR_{z\mid x} = 1.5$

<table>
<thead>
<tr>
<th>Misclassification Rate (%)</th>
<th>BIAS</th>
<th>POWER</th>
<th>TYPE I ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>True</td>
<td>Misclassified</td>
<td>Unadjusted</td>
</tr>
<tr>
<td>---------------------------</td>
<td>------</td>
<td>----------------</td>
<td>------------</td>
</tr>
<tr>
<td>0</td>
<td>Simple Randomization</td>
<td>0.001484</td>
<td>0.001484</td>
</tr>
<tr>
<td></td>
<td>Stratified Perm. Block</td>
<td>0.001612</td>
<td>0.001612</td>
</tr>
<tr>
<td></td>
<td>Stratified Biased Coin</td>
<td>0.001753</td>
<td>0.001753</td>
</tr>
<tr>
<td>10</td>
<td>Simple Randomization</td>
<td>0.002423</td>
<td>-0.02099</td>
</tr>
<tr>
<td></td>
<td>Stratified Perm. Block</td>
<td>0.003954</td>
<td>-0.01931</td>
</tr>
<tr>
<td></td>
<td>Stratified Biased Coin</td>
<td>0.002313</td>
<td>-0.02044</td>
</tr>
<tr>
<td>20</td>
<td>Simple Randomization</td>
<td>0.001497</td>
<td>-0.03735</td>
</tr>
<tr>
<td></td>
<td>Stratified Perm. Block</td>
<td>0.000985</td>
<td>-0.03695</td>
</tr>
<tr>
<td></td>
<td>Stratified Biased Coin</td>
<td>0.002478</td>
<td>-0.03584</td>
</tr>
<tr>
<td>30</td>
<td>Simple Randomization</td>
<td>0.000064</td>
<td>-0.04965</td>
</tr>
<tr>
<td></td>
<td>Stratified Perm. Block</td>
<td>0.003387</td>
<td>-0.04633</td>
</tr>
<tr>
<td></td>
<td>Stratified Biased Coin</td>
<td>0.002588</td>
<td>-0.04748</td>
</tr>
<tr>
<td>40</td>
<td>Simple Randomization</td>
<td>0.002907</td>
<td>-0.05335</td>
</tr>
<tr>
<td></td>
<td>Stratified Perm. Block</td>
<td>.000019</td>
<td>-0.055</td>
</tr>
<tr>
<td></td>
<td>Stratified Biased Coin</td>
<td>0.002946</td>
<td>-0.05268</td>
</tr>
</tbody>
</table>
Table 5: Poisson regression model, $\beta_x = 1.6, \beta_z = 0.4, \lambda_{\text{treat}}/\lambda_{\text{control}} = 1.5$

<table>
<thead>
<tr>
<th>Misclassification Rate (%)</th>
<th>False</th>
<th>True</th>
<th>Unadjusted</th>
<th>BIAS</th>
<th>True</th>
<th>Misclassified</th>
<th>Unadjusted</th>
<th>POWER</th>
<th>True</th>
<th>Misclassified</th>
<th>Unadjusted</th>
<th>TYPE I ERROR</th>
<th>True</th>
<th>Misclassified</th>
<th>Unadjusted</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Randomization</td>
<td>0.00113</td>
<td>0.00113</td>
<td>0.001165</td>
<td>0.9107</td>
<td>0.9107</td>
<td>0.8632</td>
<td>0.0456</td>
<td>0.0456</td>
<td>0.0953</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.003001</td>
<td>0.003001</td>
<td>0.003074</td>
<td>0.9157</td>
<td>0.9157</td>
<td>0.9159</td>
<td>0.0514</td>
<td>0.0514</td>
<td>0.0517</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>-0.00013</td>
<td>-2.65E-05</td>
<td>-0.00054</td>
<td>0.9062</td>
<td>0.888</td>
<td>0.8593</td>
<td>0.0499</td>
<td>0.066</td>
<td>0.096</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Simple Randomization</td>
<td>0.00245</td>
<td>0.002532</td>
<td>0.002503</td>
<td>0.9116</td>
<td>0.8957</td>
<td>0.8946</td>
<td>0.0502</td>
<td>0.0685</td>
<td>0.0687</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.003529</td>
<td>0.003277</td>
<td>0.003436</td>
<td>0.9104</td>
<td>0.8816</td>
<td>0.8675</td>
<td>0.0482</td>
<td>0.0795</td>
<td>0.0998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.001719</td>
<td>0.001499</td>
<td>0.001596</td>
<td>0.9124</td>
<td>0.8798</td>
<td>0.8802</td>
<td>0.0538</td>
<td>0.0804</td>
<td>0.0802</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.001738</td>
<td>0.001444</td>
<td>0.000962</td>
<td>0.901</td>
<td>0.8644</td>
<td>0.8594</td>
<td>0.0519</td>
<td>0.0907</td>
<td>0.0971</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.002117</td>
<td>0.00231</td>
<td>0.002309</td>
<td>0.9143</td>
<td>0.8694</td>
<td>0.8692</td>
<td>0.0512</td>
<td>0.092</td>
<td>0.0923</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.000659</td>
<td>-0.00049</td>
<td>-0.00044</td>
<td>0.9133</td>
<td>0.8657</td>
<td>0.8649</td>
<td>0.0478</td>
<td>0.0932</td>
<td>0.0962</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stratified Perm. Block</td>
<td>0.000744</td>
<td>0.000798</td>
<td>0.000794</td>
<td>0.9072</td>
<td>0.8639</td>
<td>0.8639</td>
<td>0.0496</td>
<td>0.0962</td>
<td>0.0961</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Abstract

In medical research, many diseases are characterized by discrete states although the transition between the states is continuous. The evaluation of the disease states are sometimes subject to misclassification due to either patient’s characteristics which interfere with the accuracy of the assessment or the sensitivity of diagnostic tests. In addition, patient’s evaluation schedule is usually pre-specified resulting in panel-observed data. Applications of the continuous time Hidden Markov Model (CTHMM) for data with misclassification have been proposed in the literature. However, model performance, in terms of estimation and model diagnosis, is not well described. We provide a simulation study to demonstrate the performance of the model with a focus on misclassification. We also propose an alternative AIC based approach derived according to modified full data likelihood to directly compare CTHMM and basic Markov Model in order to identify the misclassification error in the data. Simulation scenarios were generated with varying parameters including transition intensities, misclassification probabilities, number...
of observations per subject, and sample size. Results based on both basic Markov Model (MM) and CTHMM were compared. The performance of our proposed AIC based approach was also compared to the Pearson type goodness-of-fit test in terms of identifying a correct model for the data. For a two-state CTHMM, the performance of the model in terms of point estimate and model goodness-of-fit highly depends on the size of transition intensity relative to the observation schedule and the amount of misclassification in the data. Increasing total sample size, increasing number of observations per subject, and increasing variability in the observation schedule improves the performance. The CTHMM can be used to estimate the misclassification probabilities in the data. The proposed AIC based approach can identify the correct model for data with or without misclassification.
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3.1 Introduction

In medical research, a patient’s condition is often categorized into one of several finite disease states (e.g., mild, moderate, or severe) based on lab results, clinical assessments, or physical examinations. However, such evaluation is sometimes easily confounded and may result in misclassification due to either patient or examiner characteristics that interfere with the accuracy of the assessment or the sensitivity of the diagnostic test used for evaluation. Naive analysis of the data assuming no misclassification error will lead to biased estimates, resulting in misleading conclusions (Fan et al., 2015). Multistate models (MSM) have been widely used for longitudinal categorical data and are useful tools to model disease dynamics when the disease is characterized into states. However, the transition of the disease from one state to another may not be observed exactly. In clinical trials, the timing of follow-up visits is often determined by the protocol rather than by the occurrence of an event; this results in panel-observed data, where the transition occurs between the current assessment and the previous assessment. A continuous-time hidden Markov model (CTHMM) relates the true disease condition to the transition of the latent status, which follows a continuous-time Markov chain (Bureau et al., 2003; Jackson et al., 2003). Conditional on the underlying true disease status, the observed data can be characterized via the emission probabilities. The structure of the CTHMM provides a convenient framework to simultaneously estimate the disease dynamics and the potential probability of data misclassification. Such applications have been proposed in the literature (Bureau et al., 2003; Jackson et al., 2003; Jackson and Sharples, 2002) and applied in different disease areas including cognitive decline and dementia (Marioni et al., 2012; Norton et al., 2013; Buter et al., 2008), HIV/HPV (Human Papilloma Virus) infection (Blitz et al., 2013), as well as liver cirrhosis and hepatitis C (Bartolomeo et al., 2011; Terrault et al., 2008; Sweeting et al., 2006).

Despite the use of the CTHMM in clinical applications, the evaluation of the CTHMM’s performance in the case of misclassification is limited. Rosychuk et al. (Rosychuk and Thompson, 2003; Rosychuk and Islam, 2009; Rosychuk RJ, 2004) discussed the impact of misclassification on the accuracy of transition probability estimates for an alternating binary Markov disease process. How-
ever, they only investigated equally spaced observations with small misclassification. Other authors (Leroux, 1992; Petrie, 1969; Baum and Petrie, 1966) have studied the identifiability issue for hidden Markov model without addressing the impact of misclassification on the performance. In addition, as recommended in the literature (Bureau et al., 2003), comparing the estimated transition intensity with and without the latent structure is a useful initial step to evaluate the goodness-of-fit of the hidden Markov model. Aguirre-Hernandez and Farewell (Aguirre-Hernandez and Farewell, 2002) originally proposed using the Pearson-type goodness-of-fit test to evaluate the model fit, and Titman and Sharples (Titman and Sharples, 2008) extended it to the case of misclassification. However, the performance of the test has not been well studied and may potentially suffer from power due to grouping the time intervals and from other model assumptions (Titman and Sharples, 2008).

The purpose of this paper is to investigate the performance of the CTHMM with a focus on misclassification with respect to both the point estimates and model goodness-of-fit. We expand Rosychunk et al.’s simulation to more sophisticated scenarios in order to fully examine the performance of CTHMM with a focus on misclassification. We also propose an AIC based approach based on the modified full data likelihood to directly compare Markov models with and without the latent structures (i.e. the hidden Markov vs. basic Markov model) and compare the performance to that of the modified Pearson-type goodness-of-fit test. The rest of the paper will be organized as follows. In section 2, the CTHMM will be introduced in detail, including assumptions, notation, the algorithm for estimation, and model diagnostics. The simulation used to evaluate the performance of the model will be described and the results will be presented in section 3. Section 4 will introduce the proposed modified full data likelihood and AIC, and demonstrate its performance through Monte Carlo simulation. Finally, we will close the paper with discussion and recommendations based on the simulation results.
3.2 Continuous-time hidden Markov model (CTHMM)

3.2.1 Model setup and likelihood for CTHMM

Consider a two-state CTHMM for alternating binary longitudinal outcomes, as described by (Bureau et al., 2003; Jackson et al., 2003; Rosychuk and Thompson, 2003). Let $O = \{O^{(t_1)}, O^{(t_2)}, \ldots, O^{(t_m)}\}$ represent $m$ observed states with state space $\{0, 1\}$ for individual subject. The observed states: $O^{(t_1)}, O^{(t_2)}, \ldots, O^{(t_m)}$ are independent given their underlying true states, denoted as $S = \{S^{(t_1)}, S^{(t_2)}, \ldots, S^{(t_m)}\}$ where the underlying latent states $S$ are assumed to follow a first-order continuous-time Markov process with the same state space $\{0, 1\}$. That is, given the current state at time $t_m(S^{(t_m)})$, the future state ($S^{(t_m+1)}$) is independent of the past state ($S^{(T < t_m)}$). Let $\Delta t_m = t_{m+1} - t_m$ denotes the time interval between the current and the future observation. The continuous-time indicates that the probability of transition out of the current state depends on the time ($\Delta t_m$) spent in that state. Then $P_{ij}\{\Delta t_m\}$, the probability of transitioning from state $i$ at time $t_m$ to state $j$ at time $t_{m+1}$ with interval time $\Delta t_m$, can be expressed as:

$$P_{ij}\{\Delta t_m\} = P\{S^{(t_{m+1})} = j | S^{(t_m)} = i, S^{(T < t_m)} = s\} = P\{S^{(t_{m+1})} = j | S^{(t_m)} = i\}$$

The latent process is described by the instantaneous transition rate from one state to another, referred to as transition intensities. For a homogeneous continuous-time Markov process, these intensities are the same over time. The transition intensities can be expressed in a matrix form $\Lambda$ with rows representing current states and columns representing future states. That is:

$$\Lambda = \begin{pmatrix} \lambda_{0,0} & \lambda_{0,1} \\ \lambda_{1,0} & \lambda_{1,1} \end{pmatrix}$$

where $\lambda_{ij} = \lim_{\Delta t \to 0} \frac{\text{prob}\{S^{(t_{m+1})} = j | S^{(t_m)} = i\}}{\Delta t}$, and the mean time spent on a state before moving out is referred to as the mean sojourn time, which can then be calculated as $1/\lambda_{01}$ and $1/\lambda_{10}$ for state 0 and 1 respectively. The transition probability between two time points with interval time $\Delta t_m$,
given the state status, is the corresponding entry in the exponentiation of the transition intensity matrix

\[ P(\Delta t_m) = e^{\Delta t_m \Lambda} \]

where the \((i, j)^{th}\) entry represents the probability of transitioning from state \(i\) to state \(j\) after interval time \(\Delta t_m\). For the two-state case, the transition probability can be calculated analytically as,

\[ P_{01}(\Delta t_m) = P(S^{(t_{m+1})} = 1|S^{(t_m)} = 0) = \frac{\lambda_{01}}{\lambda_{01} + \lambda_{10}} \{1 - e^{-\Delta t_m (\lambda_{01} + \lambda_{10})}\} \]

\[ P_{10}(\Delta t_m) = P(S^{(t_{m+1})} = 0|S^{(t_m)} = 1) = \frac{\lambda_{10}}{\lambda_{01} + \lambda_{10}} \{1 - e^{-\Delta t_m (\lambda_{01} + \lambda_{10})}\} \]

The emission probabilities are the conditional probabilities of the observed states given the latent states, i.e. \(\pi_{o|s} = p(O = i|S = j), i, j = 0, 1\) with the initial distribution probabilities for the latent states \(\pi(s) = p(S^{(t_1)} = s), s = 0, 1\). Based on all the above parameters, the likelihood of the observed data can be expressed as:

\[ L(O) = L(O^{(t_1)}, O^{(t_2)}, \ldots, O^{(t_m)}) \]

\[ = \sum_{s^{(t_1)}} \sum_{s^{(t_2)}} \cdots \sum_{s^{(t_m)}} \pi(s^{(t_1)}) \prod_{m=1}^{n-1} P_{s^{(t_m)}s^{(t_{m+1})}} \{t_{m+1}, t_m|S = s^{(t_m)}\} \prod_{m=1}^{n} \pi_{o|s}^{(t_m)} \]

The latent states \(S^{(t_1)}, S^{(t_2)}, \ldots, S^{(t_m)}\) are the unobservable true disease severity that a subject belongs to at time \((t_1, t_2, \ldots, t_m)\). The observed states \(O^{(t_1)}, O^{(t_2)}, \ldots, O^{(t_m)}\) represent the disease severity to which the subject is assigned and is subject to misclassification error. Then the emission probabilities \(\pi_{o|s}\) can be considered as the classification probabilities, which are assumed to be the same over time in this study.

To solve the likelihood, the expectation-maximization (EM) algorithm can be applied with the weights in the E step calculated via the forward-backward algorithm developed by Baum et al.
One typical issue for solving the likelihood using the EM algorithm is that the EM algorithm may converge to a local maximum or a stationary point instead of the global maximum. Therefore, it is important to use different starting values to solve the likelihood. An (2013) proposed a starting value based on three consecutive observations to improve the convergence. As an alternative, Lange and Minin (2013) developed a robust and efficient expectation-maximization algorithm based on a complete data likelihood for parameter estimation.

3.2.2 Model Goodness-of-fit diagnostic tools

As described in the previous section, there are three key assumptions of the CTHMM: (i) conditional on the current state, the future and the past are independent, i.e., the Markov property of the underlying states; (ii) for a time-homogeneous Markov model, the transition intensities are constant over time; (iii) the misclassification (emission) probabilities do not vary by time. It is also essential to evaluate if this additional latent structure is necessary for the data compared to a basic Markov model. Most of the diagnostic approaches in the literature for the misclassification CTHMM are graphical. In general, the modified Pearson type goodness-of-fit test (Titman and Sharples, 2008) could be used for either the basic Markov model or the CTHMM to evaluate the overall model fit. Here we briefly review the diagnostic tools.

State-change plots compare the empirical Kaplan-Meier estimates of the transition between a specific pair of states to those predicted by the fitted model (Bureau et al., 2003; Titman and Sharples, 2010). Although the construction of the plots requires simulation to get the empirical estimates, they provide informal but important information to visually assess the model’s overall goodness-of-fit. Other methods of informal assessment include generalization of prevalence counts and contingency tables for prediction of future observations (Titman and Sharples, 2008). The generalized contingency table is more appropriate for unequally-spaced observations, in that the counts are averaged over time periods instead of at a specific time point. Bureau et al. (2003) also recommends comparing the estimated transition intensities from a fitted CTHMM to those from the basic Markov model without the latent structure in order to determine whether or not the additional
latent structure provides a better fit to the data. Meanwhile, the estimated misclassification probabilities can be compared to those in the existing literature and practical experience, if available.

A modified Pearson-type goodness-of-fit test by Titman and Sharples (2008) could be applied to formally evaluate the model fit in the case of the misclassification CTHMM. The observations are grouped by assessment number, time intervals, covariate categories, and quantiles of the estimated transition intensities. The test can also accommodate the situation where there is an absorbing state with a known exact entry time such as death in the data. Parametric bootstrapping is needed for the test to estimate the asymptotic null distribution.

Finally, the invariance of misclassification probabilities over time can be examined to some extent by both state change plots and the Pearson-type goodness-of-fit test in terms of overall model goodness-of-fit. The likelihood ratio test between models with and without a time-varying covariate of the misclassification probabilities can also be constructed for this purpose (Titman and Sharples, 2010).

### 3.3 Monte Carlo Simulation

#### 3.3.1 Simulation setup

The simulation is set up as follows: for a given subject, a hidden continuous-time Markov process which represents the true disease dynamics is simulated first with pre-specified transition intensity matrix (Λ) assuming a homogeneous Markov chain and fixed, unequally-spaced observation schedule. Conditioning on the true disease status, the observed states can then be generated with given misclassification rate (MCR) $\pi_{o/s}$. Varying parameters include size of transition intensities, the magnitude of misclassification in the data, number of observations per subject, and total number of subjects in the study. We consider three different sizes of transition (Λ): small, medium and large, resulting in long, medium-long and short mean sojourn times. Six different misclassification rates are simulated ranging from no misclassification to 40% misclassification. Without loss of generality,
we assume the misclassification probabilities are the same at both levels of the disease status in the simulation, i.e. $\pi_{o|s} = P(O = 1|S = 0) = P(O = 0|S = 1)$. For each combination of $\Lambda$ and $\pi_{o|s}$, 5 and 10 unequally spaced observations per subject are generated with constraints that the same first 5 observations are also included in the 10-observation scenarios. Thus an unequally-spaced panel-observed timeframe is set up with comparable scenarios regarding the number of observations. The observation schedule is fixed at day 1, 3, 5, 8, and 12 for the 5-observation-time-points scenario and additionally at day 13, 16, 20, 26, and 28 for the 10-observation-time-points scenario. Compared to the three sizes of the transition, these observation schedules correspond to less than 1/3, around 0.5, and about the same length of the mean sojourn times. Moderate to large size trials, with sample size equal to 500, are considered in the simulation for all combinations of the above parameters. A smaller sample size equal to 100 is also examined in some scenarios. Detailed parameter values are given in Table 6. The initial distribution is the distribution of the true states at 1st time point: i.e. $P(S(t_1) = 1) = 0.4$.

| Scenario | Initial Dist’n | $\lambda_{01}$ | $\lambda_{10}$ | $\pi_{o|s}$ | Obs. Time Points |
|----------|----------------|----------------|----------------|-------------|-----------------|
| Small    | 0.4            | 0.04           | 0.1            | 0.05,0.2,0.25,0.3,0.4 | 5,10           |
| Medium   | 0.4            | 0.2            | 0.15           | 0.05,0.2,0.25,0.3,0.4 | 5,10           |
| Large    | 0.4            | 0.4            | 0.3            | 0.05,0.2,0.25,0.3,0.4 | 5,10           |

After data are generated, two types of models are fit to the simulated data with both true disease and observed disease statuses: 1) the Basic Markov model (MM), estimating only the transition intensities of the data, assuming no misclassification; 2) the CTHMM, estimating the transition intensities and misclassification probabilities of the data simultaneously. For each scenario described above, 500 trials are simulated using Monte Carlo simulation method. All simulations are carried out using software R version 3.0.2 with package `msm`.

For all models, a Pearson-type goodness-of-fit test statistic is calculated, and corresponding p-values are estimated. The significance level of the test is set at 0.05, meaning that a p-value less than 0.05 indicates poor fit of the model.
3.3.2 Simulation results

In all results presented below, the colors of the lines represent different transition intensities: blue for small intensities ([0.04, 0.1]), black for medium intensities ([0.2, 0.15]) and red for large ([0.4, 0.3]) intensities. Each panel represents various misclassification probabilities from 0.05, 0.2, 0.25, 0.3 to 0.4. Within each panel, the number of observation varies as either 5 or 10. The dashed horizontal lines represent the true parameter values in the simulation.

3.3.2.1 Estimated transition intensities

Figures 11 and 12 show the results of the estimated transition intensities \( \hat{\lambda}_{01} \) and \( \hat{\lambda}_{10} \), respectively. The error bars are the 95% empirical confidence interval around the point estimates. Similar pattern can be seen for both \( \hat{\lambda}_{01} \) and \( \hat{\lambda}_{10} \). The accuracy of the estimates is highly dependent on the size of the transition intensity and the misclassification probabilities. The estimated transition intensities are almost unbiased for all sizes of transitions with very tight 95% confidence interval when there is no misclassification error in the data. With small (in blue) and medium (in black) true transition intensities, the estimated transition intensities are nearly unbiased for almost all magnitude of MCR, except when the MCR is extremely large (e.g. MCR = 40%). With large misclassification in the data, none of the models estimate the transition intensities well, even with the small transition intensity case. The estimates are greatly biased when the true transition intensity is large. However, the estimation is improved with more observed time points except for the scenario with large transition intensity and large MCR.

3.3.2.2 Estimated misclassification probabilities

Figures 13 and 14 show the results of the estimated misclassification probabilities \( \hat{\pi}_{0|s=0} \) and \( \hat{\pi}_{0|s=1} \), respectively for all scenarios. In panels labeled “No MC”, data modeled are correctly classified while still allowing the CTHMM to estimate the misclassification probabilities. The dashed horizontal lines represent the true misclassification probabilities in the simulation. For scenarios with small (in blue) and medium (in black) transition intensities, the estimated misclassification probabilities are almost unbiased even for relatively large misclassification rate (MCR = 0.3). In the case of large transition intensities,
the estimated misclassification rates are biased. No clear change pattern can be found for the estimates with increasing MCR. However estimates are improved with more observed time points. Since in reality, it is unknown whether data are misclassified, we fit CTHMM on the correct data, allowing the model to estimate the misclassification probabilities as well. The estimated misclassification probabilities in the case, where actually there is no misclassification, are $\leq 1\%$ for the small/medium transition intensities scenarios. For large intensities with 5 observed time points, the estimated misclassification probabilities are around 5%, which may be misleading in practice. However, these probabilities decrease if more observed time points are available.

3.3.2.3 Model diagnosis: Pearson type goodness-of-fit test  A p-value based on the Pearson-type goodness-of-fit test less than 0.05 indicates that the model is a poor fit. If the model assumption is correct - that is, a basic Markov model fit the true data and a CTHMM fit the misclassified data - a p-value of the test less than 0.05 should be observed 5% of the times among all simulation
iterations. This represents the false likelihood of lack of fit (type I error) since the assumption about the misclassification error is correctly specified or accounted for in the models. In contrast, a higher percentage of p-value less than 0.05 should be expected if the model assumption is wrong. In other words, a basic Markov model fitted on misclassified data and a CTHMM fitted on true data should lead to a p-value less than 0.05 with greater frequency among all simulation iterations depending how powerful the test is in the different scenarios.

Figure 15 shows the results of the Pearson-type goodness-of-fit test for 5 observed time points. For CTHMM, the asymptotic null distribution of the test statistics is estimated via simulation due to the latent structure (Titman and Sharples, 2008), and an upper and lower bound of the p-values are obtained and presented for the test. When modeling data without misclassification, 5% of the tests indicate lack of fit with the basic Markov model, while almost none of the tests advocate the CTHMM for the same data despite the relatively fewer data points (N = 500, 5 observed time points). However, when data are subject to misclassification, irrespective of the
magnitude of misclassification in the data, the Pearson-type Goodness-of-fit test fails to identify the correct model (i.e. the CTHMM) for the misclassified data most of the times. Although with small transition intensities, chances of the tests having a p-value smaller than 0.05 for the wrong models (MM) are greater than those with medium/large transition intensities, the tests ascertain lack of fit for the correct model (CTHMM) too with high frequencies. A trend can be seen that with more misclassification in the data, the tests are less likely to indicate lack of fit for the correct models (CTHMM). However, with increasing misclassification, the same trend can also be found for the wrong model (MM). With 10 observed time points (Figure 16), similar pattern can be seen as in Figure 15 to diagnose the correct model (CTHMM) with improved performance. For the wrong model (MM), with small transition intensities, almost all tests suggest poor model fit irrespective of the misclassification rate except when the MCR is really high (MCR = 0.4). Increasing observed time points does not improve the performance of the tests in the case with medium/large transition intensities for the wrong model (MM).
Figure 14: Estimated misclassification probabilities for the observed data: $\hat{\pi}_{o=0|s=1}$

3.4 Modified likelihood and AIC

As seen in the previous section, the Pearson-type goodness-of-fit test does not do a good job distinguishing between CTHMM and MM for data with misclassification. An alternative way to compare the CTHMM and MM for misclassified data is to compare their likelihoods directly. However, due to the structure of the model and the algorithm used to estimate the parameters, the resulting likelihoods for both models are not comparable. For the CTHMM, the likelihood is constructed for all observations as shown in section 2. For the MM, however, the observations at the first time point are not included but are conditioned on while the likelihood is maximized. The
The likelihood of the MM can be expressed as:

\[
L(\Theta|s^{(t_2)}, s^{(t_3)}, \ldots, s^{(t_m)}|s^{(t_1)}) = f(s^{(t_2)}, s^{(t_3)}, \ldots, s^{(t_m)}|s^{(t_1)}, \Theta) = \prod_{l=1}^{m} \prod_{i,j=0,1} \hat{p}_{i,j}(t_{l-1}, t_l)^{n_{i,j,l}}
\]

where \(n_{i,j,l}\) represents the total number of observed transitions from state \(i\) to state \(j\) at time \(t_l\).

The full likelihood, which includes the observations at the first time point, then can be modified as:

\[
f(s^{(t_1)}, s^{(t_2)}, \ldots, s^{(t_m)}|\Theta) = f(s^{(t_2)}, s^{(t_3)}, \ldots, s^{(t_m)}|s^{(t_1)}, \Theta) \times f(s^{(t_1)}|\Theta) = \prod_{l=1}^{m} \prod_{i,j=0,1} \hat{p}_{i,j}(t_{l-1}, t_l)^{n_{i,j,l}} \times \prod_{i=1}^{k} \hat{\pi}_i(t_1)^{n_{i,t_1}}
\]
where $\hat{\pi}_i(t_1)$ is the estimated probability that the observed state at time $t_1$ is $i$ and $n_{i,t_1}$ is the observed number of subjects belonging to state $i$ at time $t_1$. For a two-state MM, $\hat{\pi}_i = p(s(t_1) = i), i = 0, 1$. Define the state distribution at $t_2$ as $\hat{c}_i$, where $\hat{c}_i = p(s(t_2) = i), i = 0, 1$. Then, given the state distribution $\hat{\pi}_i$ at $t_1$, the state distribution $\hat{c}_0$ at $t_2$ is:

$$\hat{c}_0 = p_{00}(t_1, t_2) \times \hat{\pi}_0 + p_{10}(t_1, t_2) \times \hat{\pi}_1$$

where $p_{00}(t_1, t_2)$ is the probability of staying at state 0 from $t_1$ to $t_2$ and $p_{10}(t_1, t_2)$ is the probability of transitioning from state 1 to state 0 from $t_1$ to $t_2$. Because $\hat{\pi}_1 = 1 - \hat{\pi}_0$ and after a little algebra, the estimated distribution of $\hat{\pi}_0$ is:

$$\hat{\pi}_0 = \frac{\hat{c}_0 - \hat{p}_{10}(t_1, t_2)}{\hat{p}_{00}(t_1, t_2) - \hat{p}_{10}(t_1, t_2)}$$

Therefore, the estimated distribution of the states at $t_1$ can be calculated based on the estimated
transition probability \( \hat{p}_{ij} \) from \( t_1 \) to \( t_2 \) and the estimated state distribution \( \hat{c}_i \) at \( t_2 \). For more than two states, the estimated distribution of the states at \( t_1 \) can be calculated in a similar way (See appendix for the results of three states).

Then AIC for both CTHMM and MM can be calculated and compared using:

\[
AIC = 2k - 2 \ln(L_{full})
\]

where \( k \) is the number of the parameters estimated in the models and \( L_{full} \) is the likelihood of the full data. A smaller AIC indicates better model fit.

To investigate the performance of the AIC, we conducted Monte Carlo simulations. The simulation is set up in the same way as in the previous section. A total of 500 data sets are simulated for each scenario. The performance of the AIC is described as the percentage of times that the AIC identifies the correct model. That is, for data without misclassification, MM fit the data better and should have a smaller AIC compared to fitting CTHMM on the same data; for data with misclassification, CTHMM should have a smaller AIC instead.

Figure 17 presents the results of AIC for all scenarios. When there is no misclassification (No MC), based on the AIC, CTHMM are selected as the correct model for the data 5% among the simulation iterations with all three different sizes of transition intensities. This represents the probability that a wrong decision is made based on the AIC, where the MM should be chosen for data without misclassification. For data with misclassification, in the case with small transition intensity (in blue), the CTHMM are correctly selected by AIC most of the time, except when the MCR is high (e.g. MCR = 40\%). With medium-size transition intensity (in black), the performance of the AIC declines, especially with small (e.g. 5\%) and relatively large (e.g. 30\%) MCR. The performance of the AIC is even worse in the scenarios with large transition intensity (in red). In less than 20\% of the simulation iterations, the AIC advocates the CTHMM as the correct model for the misclassified data. However, the performance of the AIC is improved in all scenarios with increasing number of the observations from 5 to 10, even with very large MCR. The improvement is dramatic for
scenarios with medium transition intensity (in black). That is, with more observations per subject, more information can be gathered to compare the models.
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Figure 17: Performance of AIC based on the modified likelihood of MM

### 3.5 Discussion

The CTHMM has been proposed to model panel-observed data subject to misclassification. While the two-layer structures provide a flexible framework to model the data, the estimability and/or accuracy of all parameters and model diagnosis are challenging due to the uncertainty of the hidden layer and the inherent drawbacks of the EM algorithm. Although studies have been done to improve the estimation and the assessment of the model fit, limited work has shown the performance of CTHMM with application to misclassified data. We evaluate the performance of such models with a focus on the estimation of the misclassification probabilities solved by the most common algorithm implemented in the literature. We also propose an alternative approach for model diagnosis using AIC based on the modified full-data likelihood.
In our simulation, all parameters are estimable; however, the accuracy of the estimation varies. One key parameter that impacts the estimation is the transition intensity. For small to medium transition intensities corresponding to long to mid-length mean sojourn time relative to the observation intervals, parameters including transition and misclassification can be well estimated as long as the classification error is not too high (MCR < 30%). A similar result was discussed by Rosychuk et al. (2004). In their simulation, all the interval times are equal to 7 days with mild misclassification (2% and 10%). They found that in order to estimate the parameters accurately, the mean sojourn time needs to be at least three times the observation interval time. In other words, we need to collect the data often enough to get enough information about the parameter. In our simulation, because our observation schedule is unequally spaced, this may introduce additional variability - more information - to the model. Thus in the case with medium transition intensities, where the mean sojourn time is about twice as long as the simulated interval time, parameters can still be well estimated. For the large intensities case, although the estimated transition intensities are quite biased, the estimated misclassification probabilities are reasonably close to the true parameter values. In such case, we can still glean some insight into the potential misclassification error even though the transition intensities are poorly estimated. For higher misclassification rates (> 30%), the point estimates of the misclassification probabilities are biased, even with small transition intensities. Changing the initial values of the parameters does not improve the accuracy of the estimation. We explored this issue (results not shown) for the two-state cases and find that with a large amount misclassification, the surface of the likelihood is flattened, which makes it difficult for the algorithm to converge to the true parameter value, no matter which starting value is given, a problem discussed by Rosychuk et al. (Rosychuk and Thompson, 2003; Rosychuk RJ, 2004). Furthermore, with more observations per subject (e.g. 10 observations per subject), the point estimates are improved and the uncertainty of the estimates is reduced.

We also found that the modified Pearson-type goodness-of-fit test does not work well to identify a correct model for the misclassified data in our simulation. The poor performance may be partly due to lack of power. As we have seen in the simulation, with more observations, the performance of the Pearson-type goodness-of-fit test is improved. On the other hand, due to the latent structure
of the CTHMM, the estimated counts of individual cell are calculated by summing over all possible latent states, which may potentially impose more difficulties on identifying the fit of the models. Our proposed AIC approach works well in terms of selecting the right model for the data with or without misclassification. However, the performance of our proposed approach is also greatly impacted by the relative size of the transition intensities compared to the observation schedule, although it can be improved with more observed time points. In addition, violation of other assumptions may also influence the performance of the test; applying different procedures including graphical approaches are recommended to assess the model fit thoroughly.

We also explored the impact of small sample size (n = 100) on the performance of the model (results are not shown). In cases with small transition intensities, the performance of the CTHMM with respect to point estimates and our proposed AIC approach are similar to that when the sample size is medium to large (n = 500). In scenarios with medium and large transition intensity, the estimated misclassification probabilities are still close to the true values although biased. However, our proposed AIC approach suffers when the size of the transition intensity is medium when n = 100. Among all simulation iterations, less than 30% of the times the models are identified correctly with only 5 observations per subject. Increasing the total number of observations per subject improves the performance from 30% to around 65%. With large transition intensity, the performance is worse than the small/median transition intensity cases. That is to say, in order to identify the misclassification error, either a large enough sample size or a frequent sampling scheme (i.e. follow-up schedule) is needed to draw the conclusion.

There are some limitations of this study. First, we assume the state space is known beforehand. However, the state space may not be known, especially if we use categorized scores to represent the state space. Various ways are described to categorize a single score, which may potentially impose issues on the resulting estimates. Secondly, the assumption of constant misclassification probabilities may also be questionable in practice. In a longitudinal study setting, physicians may make fewer errors after they see the patients more often and repeatedly. Therefore it may be more realistic to assume that the misclassification probabilities decrease as time goes on. This
assumption needs to be assessed and will be a future topic for study.

In summary, CTHMM can be applied to estimate misclassification probabilities while taking into account changes of disease statuses. Although the assumptions of such models are strong, the results still provide useful information about potential error, especially if misclassification probabilities are not too high. If the Markov assumption is reasonable for given data with repeated measurements, one could start with CTHMM since, as we have shown in the simulation, with correctly classified data, estimates from CTHMM are small and AIC based on the modified likelihood can identify the correct model. The estimated misclassification probabilities then can be used for the purpose of bias correction. In addition, if the estimated transition intensities are small, i.e. the mean sojourn time is long relative to the interval time of the observation schedule, one can be confident about the results. Otherwise, data need to be collected more often in order to get better estimates or the accuracy of the estimates might be questionable.
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Appendix 1. The estimated state distribution at $t_1$ for three states with state
space 0, 1, 2

The estimated state distribution at $t_2$ for three states with state space $\{0, 1, 2\}$:

$$
\begin{align*}
\hat{c}_0 &= \hat{p}_{00}\hat{\pi}_0 + \hat{p}_{10}\hat{\pi}_1 + \hat{p}_{20}\hat{\pi}_2 \\
\hat{c}_1 &= \hat{p}_{01}\hat{\pi}_0 + \hat{p}_{11}\hat{\pi}_1 + \hat{p}_{21}\hat{\pi}_2 \\
\hat{c}_2 &= \hat{p}_{02}\hat{\pi}_0 + \hat{p}_{12}\hat{\pi}_1 + \hat{p}_{22}\hat{\pi}_2
\end{align*}
$$

And $\hat{\pi}_2 = 1 - \hat{\pi}_0 - \hat{\pi}_1$. After some algebra, the estimated state distribution at $t_1$ can be calculated as:

$$
\begin{align*}
\hat{\pi}_0 &= \frac{(\hat{c}_0 - \hat{p}_{20})(\hat{p}_{11} - \hat{p}_{21}) - (\hat{c}_1 - \hat{p}_{21})(\hat{p}_{10} - \hat{p}_{20})}{(\hat{p}_{00} - \hat{p}_{20})(\hat{p}_{11} - \hat{p}_{21}) - (\hat{p}_{01} - \hat{p}_{21})(\hat{p}_{10} - \hat{p}_{20})} \\
\hat{\pi}_1 &= \frac{(\hat{c}_0 - \hat{p}_{20})(\hat{p}_{01} - \hat{p}_{21}) - (\hat{c}_1 - \hat{p}_{21})(\hat{p}_{00} - \hat{p}_{20})}{(\hat{p}_{00} - \hat{p}_{20})(\hat{p}_{01} - \hat{p}_{21}) - (\hat{p}_{11} - \hat{p}_{21})(\hat{p}_{00} - \hat{p}_{20})}
\end{align*}
$$
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Abstract

Covariate-adjusted regression analysis is very common to analyze data from randomized clinical trials to demonstrate the effect of an intervention. However, adjusting for misclassified covariate will result in biased estimate for the treatment effect, which is assumed to be measured without error. We propose a joint modeling analysis strategy, which combine the continuous-time hidden Markov model (CTHMM) and the misclassification simulation extrapolation (MCSIMEX) method to correct the bias of the estimate for the treatment effect when the misclassified covariate is measured repeatedly. We demonstrate the performance of the CTM-MCSIMEX estimator in terms of type I error, power for the hypothesis testing of the treatment effect and bias correction of the estimates. With mild to moderate misclassification in the covariate, more than 50% of the bias can be corrected by CTM-MCSIMEX estimator given that the misclassification probabilities can be estimated by CTHMM accurately in the first stage. However, the power of the hypothesis testing is not improved and the type I error is slightly
inflated using CTM-MCSIMEX estimator. Estimates based on CTM-MCSIMEX estimator can provide some insight of the treatment effect when no misclassification error can be assumed and can be used as reference for future study design.

Key words: CTHMM, MCSIMEX, covariate misclassification, bias correction
4.1 Introduction

Covariate-adjusted regression analysis is very common to analyze data from randomized clinical trials to demonstrate the effect of an intervention. Incorrect measurement of the required covariates could potentially cause problems for the pursuit of effective prognostic adjustment, resulting in both biased treatment effect estimation and power loss for hypothesis testing. When the mis-measured variable is categorical, it is referred to as misclassification. Measurement error has been a long-standing topic in the statistical literature, primarily in the context of observational studies, where the misclassified variable is of main interest. Methods have been proposed to correct the bias associated with the estimate of the misclassified variable. However, in the clinical trials setting, emphasis is more likely to be on the estimation of the effect associated with the treatment, which is considered to be recorded without error. Although these proposed methods developed for a misclassified variable may be applied for a perfectly measured variable as well, limited research has focused on the performance of bias correction with respect to the perfectly measured variable using such methods.

It is not uncommon for prognostic covariates to be measured with error or misclassified. For example, disease severity is an important prognostic covariate for most diseases and is often adjusted for in an analytic model for the primary analysis. However, the evaluation of the severity may be easily confounded by inter-observer variability or clinical conditions such as sedation and/or intubation or drug or alcohol usage, resulting in inaccurate assessment. The National Institutes of Health Stroke Scale (NIHSS) for stroke and the Glasgow Coma Scale (GCS) for traumatic brain injury (TBI) are two examples. In addition, the adjustment of the disease severity is often based on categorized scales for both biological and statistical consideration. No direct assessment is available to validate the accuracy of such evaluations and categorizations. Therefore, the true severity is unknown in most cases.

Many approaches developed for correcting covariate misclassification are two-stage models. In the first stage, the parameters describing the characteristics of misclassification are estimated using
an internal/external validation data set, repeated measurements, or instrument variables. Those parameters can then be incorporated in the analytic model as weights in the second stage. Since the true severity is unknown in the examples given earlier, we will focus on the methods using repeated measurements. White et al. (2001) demonstrate the possibility of using regression calibration for error-prone categorical variables when more than two measurements of the variable are available. Wang et al. (2000) propose an Expected Estimating Equation (EEE) method to account for the measurement error in longitudinal data. With misclassification, method of moments is recommended to solve for the EEE. Chen et al. (2014) propose a two-stage estimation approach for longitudinal ordinal data with misclassification in both the response and covariates based on estimating equations.

Multistate models (MSM) are very useful tools to model disease dynamics and have been widely used for longitudinal categorical data (Diggle et al., 2002). The continuous-time hidden Markov Models (CTHMM) are one type of MSM, which provide a convenient framework to simultaneously estimate disease development and potential probability of misclassification of the data (Bureau et al., 2003). The disease dynamics are captured in the transition through latent states, which follows a continuous-time Markov chain; the misclassification is characterized via the emission probabilities, which are the probabilities of the observed status given the underlying true disease status. Jackson et al. (2003) proposed such application of CTHMM for data subject to misclassification and developed an R package (msm) to ease model fitting. CTHMMs have also been applied to data in different disease areas including cognitive decline and dementia (Marioni et al., 2012; Norton et al., 2013; Buter et al., 2008), HIV/HPV (Human Papilloma Virus) infection (Blitz et al., 2013), liver cirrhosis and hepatitis C (Bartolomeo et al., 2011; Terrault et al., 2008; Sweeting et al., 2006).

The Misclassification Simulation Extrapolation model (MCSIMEX) is an extension of the Simulation Extrapolation model (SIMEX), which was originally designed for continuous measurement error (Kuchenhoff et al., 2006). The basic idea of MCSIMEX is that, given the known misclassification probabilities in the data, the behavior of the estimation from the model can be “calibrated”
by adding extra known increments of misclassification into the data. Therefore, the inference in the case where there is no misclassification can be obtained by extrapolating the trend/behavior back. It can be applied to covariate misclassification, outcome misclassification or both. Due to its ease of implementation and flexibility of dealing with more complicated modeling, MCSIMEX has received considerable attention with application to genotyping data (Lamina et al., 2010; Heid et al., 2008), periodontal disease (Slate and Bandyopadhyay, 2009), social science (Hopkins and King, 2010) and occupational disease (Costas et al., 2015). However, there has not been an extensive assessment of the performance of MCSIMEX in the literature.

In this paper we demonstrate the feasibility and performance of combining the two models, the CTHMM and the MCSIMEX in the context of estimating an exactly measured variable when a potentially confounding variable is mis-measured. The joint modeling provides a flexible way to adjust for the biased estimate of the treatment effect caused by covariate misclassification in the situation where the misclassification probabilities are unknown, but repeated measurements for the misclassified variables are available. We first assess the performance of MCSIMEX regarding bias correction for the perfectly measured variable. Then the two models are combined to provide the estimation of the treatment effect given the prognostic covariate with correction for misclassification.

All evaluations are carried out using Monte Carlo Simulation methods. The paper is organized as follows. We introduce a motivating example in section 2. The analysis strategy is described in section 3. In section 4, the simulation used to evaluate the performance of the MCSIMEX model and the combined approach is described, and the results are presented. The combined approach is then applied to analyze the motivating data, and the results are presented in section 5. We close the paper with discussion and recommendations based on the simulation results.

4.2 Motivating example: The IMS III trial

The Interventional Management of Stroke (IMS) III trial (Broderick, 2013) was a randomized controlled phase III trial, designed to determine the efficacy of endovascular therapy following intravenous rt-PA initiated within 3 hours of symptom onset of ischemic stroke. The primary
outcome was functional recovery at 3 months post-stroke, defined based on the modified Rankin Scale (mRS), which was dichotomized as favorable outcome (mRS 0-2) vs. unfavorable outcome (mRS > 2). Adjustment for baseline stroke severity was prespecified.

The stroke severity was defined based on dichotomized NIHSS (the National Institutes of Health Stroke Scale) with NIHSS \( \leq 20 \) representing a moderate stroke and NIHSS \( \geq 21 \) a severe stroke. Some misclassification of the stroke severity was discovered during the data monitoring process. Approximately 2% misclassification was identified at each level of the stroke severity by the review of the Data and Safety Monitoring Board during the trial. Moreover, some residual error may still exist either due to the uncertainty of the selected cutoff point for dichotomization or other confounding factors while evaluating patients’ stroke severity. Therefore, the true misclassification rate of stroke severity was unknown and no validation data were available. In addition to baseline NIHSS, all subjects were evaluated repeatedly using NIHSS at 40 minutes, 24 hours, and 5 days, which provided extra information to estimate the true magnitude of misclassification.

For ease of illustration, we assume stroke severity, which is referred to as the misclassified covariate, is the only covariate that needs to be adjusted for in the primary analysis. We will refer to the treatment assignment as a perfectly measured variable in the model, which is a common assumption in practice for intention to treat analysis.

### 4.3 General consideration for analysis strategy

We will focus on the logistic regression model with additional information of repeated measurements for the error-prone covariate since this is the scenarios described in our motivating example. In order to correctly estimate the treatment effect accounting for the covariate misclassification, we propose a two-stage modelling strategy, which combines the CTHMM and the MCSIMEX model. In the first stage, the error-prone covariate will be treated as the outcome, and the misclassification probabilities will be estimated via CTHMM. Then in the second stage, the estimated misclassification probabilities from the CTHMM will be incorporated into the MCSIMEX algorithm, and
the inference about the treatment effect will be made according to the pre-specified analytic model after MCSIMEX correction. Detailed setup for the two-stage modelling is described below. For ease of notation, we will omit the subscript \( i \), representing the \( i^{th} \) subject in the study throughout.

### 4.3.1 Misclassification Model

Suppose the true stroke severity at time point \( t_m \), denoted as \( S^{(t_m)} \), \( m = 1, 2, \ldots, n \), follows a continuous time Markov chain with state space \( S = \{0, 1\} \), where 0 and 1 represent a mild and a severe stroke respectively. Then the transition of the true severity between time points \( t_m \) and \( t_{m+1} \) is captured via transition intensity, denoted as \( \lambda_{lj} \), with \( l, j \) representing states occupied, \( l, j = \{0, 1\} \), and

\[
\lambda_{lj} = \lim_{\Delta t \to 0} \frac{Pr(S^{(t_{m+1})} = j | S^{(t_m)} = l)}{\Delta t}.
\]

The transition probabilities between time points can be calculated via matrix exponential for a given time interval \( \Delta t \) between time points. For the two-state case, direct calculation can be carried out using an analytic expression as:

\[
P_{01}(\Delta t_m) = P(S^{(t_{m+1})} = 1 | S^{(t_m)} = 0) = \frac{\lambda_{01}}{\lambda_{01} + \lambda_{10}} \left( 1 - e^{-\Delta t_m (\lambda_{01} + \lambda_{10})} \right)
\]

\[
P_{10}(\Delta t_m) = P(S^{(t_{m+1})} = 0 | S^{(t_m)} = 1) = \frac{\lambda_{10}}{\lambda_{01} + \lambda_{10}} \left( 1 - e^{-\Delta t_m (\lambda_{01} + \lambda_{10})} \right)
\]

Conditioning on the true severity, the observed severity, \( O^{(t_m)} \), \( O = \{0, 1\}, m = 1, 2, \ldots, n \), defined according to NIHSS is independent across the time points and has the misclassification probabilities defined as \( \pi_{o|s} = Pr(O^{(t_m)} = l | S^{(t_m)} = j) \). We assume the misclassification probabilities remain constant across all time points. Together with the distribution of the true severity at \( m = 1 \), the observed data likelihood can be expressed as:

\[
L(O) = L(O^{(t_1)}, O^{(t_2)}, \ldots, O^{(t_m)})
\]

\[
= \sum_{s^{(t_1)}} \sum_{s^{(t_2)}} \cdots \sum_{s^{(t_m)}} \pi(s^{(t_1)}) \prod_{m=1}^{n-1} P_{s^{(t_m)}, s^{(t_{m+1})}} \{t_{m+1}, t_m | S = s^{(t_m)}\} \prod_{m=1}^n \pi_{o|s}
\]

The likelihood can be solved and the misclassification probabilities can be estimated via the Expectation Maximization (EM) - forward and backward algorithm developed by Baum et al. (Baum,
4.3.2 The Analytic model

Let $Y$ denote the dichotomized primary outcome of interest. The primary analytic model has the form:

$$Logit\{Pr(Y = 1|Z, S^{(t_1)})\} = \beta_0 + \beta_z Z + \beta_s S^{(t_1)}$$

where $Z$ represents the treatment assignment and is recorded without error. $S^{(t_1)}$ is the error-prone dichotomized prognostic covariate at baseline ($t_m = t_1$). In the case of misclassification, $S^{(t_1)}$ is not observed, but $O^{(t_1)}$, the misclassified version of $S^{(t_1)}$, is observed. Then the above equation becomes:

$$Logit\{Pr(Y = 1|Z, O^{(t_1)})\} = \beta_0^* + \beta_z^* Z + \beta_s^* O^{(t_1)}$$

We refer to the $\beta^*$s as naive estimators. With the estimated misclassification probabilities ($\Pi$) and a parametric approximation, $\beta^*(\Pi \zeta) \approx F(1 + \zeta, \Gamma)$, where $\zeta$ is the amount of misclassification in addition to that already in the data and $\Gamma$ is the extrapolation function, the MCSIMEX estimators or the corrected estimators can be extrapolated back to when $\zeta = -1$, representing no misclassification. Detailed information about the algorithm can be found in (Kuchenhoff et al., 2006).

4.4 Monte Carlo Simulation

Simulation is used to investigate the feasibility and performance of combining the two methods, the CTHMM and the MCSIMEX, in order to correctly estimate the treatment effect, accounting for covariate misclassification. As illustrated in our previous work, CTHMM can well estimate the misclassification probabilities for data subject to misclassification. For this paper, we first show the
performance of the MCSIMEX model regarding bias correction for the perfectly measured variable with respect to the accuracy of the estimated misclassification probabilities and the relative covariate effect to the treatment. Secondly, we examine the bias correction for the perfectly measured variable using the joint model.

### 4.4.1 Performance of MCSIMEX model

Both treatment assignment $Z$ and true stroke severity at baseline $S^{(t_1)}$ are generated form a Bernoulli distribution with $p_z = 0.5$ for $Z$ and $p_{s^{(t_1)}} = 0.4$ for $S^{(t_1)}$ respectively. That is, $Pr(Z = 1) = Pr(Z = 0) = 0.5$ and $Pr(S^{(t_1)} = 1) = 0.4$. A misclassified version of $S^{(t_1)}$, denoted as $O^{(t_1)}$, is also generated with various misclassification rate (MCR) from 0 to 40%, assuming that the misclassification rates (MCRs) are the same for each level of the prognostic covariate (i.e. $\pi_{01} = Pr(O = 0|S = 1) = \pi_{10} = Pr(O = 1|S = 0)$). The response variable $Y$ is generated from a Bernoulli distribution where the $Pr(Y = 1)$ is calculated based on the linear combination of $Z$, $S^{(t_1)}$ and their corresponding coefficients, which vary across levels of $\beta_s$ from -0.5 to -2.5 while fixing $\beta_z$ at 0.405. This resulted in a wide range of absolute relative effect sizes of the covariate to that of the treatment (i.e. $\beta_s/\beta_z$) from around 1.2 to 6.2. After the data are generated, a total of 5 models are fit on either the true data (i.e. $Y, Z, S^{(t_1)}$) or the misclassified data (i.e. $Y, Z, O^{(t_1)}$) with or without MCSIMEX correction, listed as follows:

i) True model: adjusted for the true covariate value $Z$;

ii) Naïve model: adjusted for the misclassified covariate value $O^{(t_1)}$;

iii) True MCSIMEX model (MCSIMEX.true): apply the MCSIMEX correction using the true misclassification probability with which data were generated;

iv) Mis-specified MCSIMEX model1 (MCSIMEX.mis1): apply the MCSIMEX correction with mis-specified MCR at 30% less than the truth for all scenarios;
v) Mis-specified MCSIMEX model2 (MCSIMEX.mis2): apply the MCSIMEX correction with mis-specified MCR at 30% more than the truth for all scenarios.

For the MCSIMEX models, we used the quadratic extrapolation function to calculate the MCSIMEX estimators because it has better performance than the linear extrapolation function (Kuchenhoff et al., 2006). For each scenario described above, 1,000 datasets were simulated using Monte Carlo simulation method. The empirical percent bias and mean squared error of the estimated \( \hat{\beta}_z \) and \( \hat{\beta}_s \) obtained from the above models were then determined as:

\[
\%\text{Bias} = \frac{1}{1000} \sum \left( \frac{\hat{\beta} - \beta_{true}}{\beta_{true}} \right) \times 100%
\]

\[
MSE = \frac{1}{1000} \sum (\hat{\beta} - \beta_{true})^2
\]

where \( \beta_{true} \) is the true coefficient value.

Figure 18 presents the results for the impact of MCR for a given treatment effect (\( \beta_z = 0.405 \)) on the estimated \( \hat{\beta} \) coefficient of the treatment (upper panel) and of the covariate (lower panel). With the correctly specified MCSIMEX.true model, the absolute percent bias (left panel) increases as the MCR increases for both estimates (dashed black lines). However when the misclassification probabilities are mis-specified, the MCSIMEX model tends to correct less bias with smaller MCR (MCSIMEX.mis1: green lines) and overcorrect the bias (MCSIMEX.mis2: red lines) compared to the cases when the true MCR is used for the correction. Especially for relatively small MCR, estimates based on MCSIMEX.mis2 are greater than those based on the true models. The mean squared error of all the MCSIMEX estimators for the treatment effect (top right plot) is reasonably small, which indicates that the estimators are relatively close to the true parameter values.

Figure 19 presents the results for the impact of the covariate effect on the bias correction for a given misclassification rate (MCR = 0.2). Similar patterns are observed for both percent bias and MSE for the estimated coefficient of the treatment effect compared to the impact of varying misclassification rates. With smaller covariate effect on the outcome, percent bias of the treatment effect reduces with
MCSIMEX correction. On the other hand, the covariate effect does not influence the magnitude of bias correction for the misclassified covariate itself. That is, the amount of correction for the misclassified covariate in terms of percent bias stays almost the same with increasing covariate effect.

4.4.2 Performance of the Joint Model

For this simulation, we evaluate the performance of combining the two models in terms of the bias correction, power and type I error with respect to the treatment effect. Suppose an adjusted model is pre-specified as the primary analysis for a randomized controlled clinical trial, designed
Figure 19: Impact of magnitude of covariate effect on the performance of MCSIMEX
to detect an absolute 10% difference in the treatments, with the success rate in the control group equal to 40%. This is the same assumption made in the IMS III trial (Broderick, 2013). A sample size of 1000 (500 subjects per group) is estimated to detect this unadjusted odds ratio of 1.5 for the treatment effect with 90% power at a 5% significance level. The prognostic covariate that the model is adjusted for is dichotomized and known to be subject to classification error, although the misclassification rates are unknown. However, additional measurements other than the baseline for the covariate are available at the time of the analysis. Five hundred trials are simulated using Monte Carlo simulation methods for each scenario described below. The empirical percent bias and mean squared error for the estimates of the treatment effect is calculated as in the previous section.
In each trial, repeated measurements of the covariate were simulated first with 5 unequally-spaced observations per subject, i.e. the true stroke severity that a subject belongs to at each time point $t_m$. The true severity $S(t_m) = i, i = \{0, 1\}, t_m = \{1, 3, 5, 8, 12\}$ are assumed to follow a homogeneous continuous-time Markov chain and are generated via the transition intensities matrix $\Lambda$ specified below:

$$
\Lambda = \begin{pmatrix}
-0.4 & 0.4 \\
0.3 & -0.3
\end{pmatrix}
$$

where the rows represent the current severity at time $t_m$ and the columns are the severity at time $t_{m+1}$. That is, the rate of transition from state 0 to state 1 is 0.4 and from state 1 to state 0 is 0.3. Given the true severity, misclassified versions of the covariate at each time point are generated as described in the previous section, with varying misclassification magnitudes ranging from 0% to 40%. The outcome $Y$ is also generated as described in section 3. A total of 3 final analytic models are compared:

i) True model: adjusted for the true covariate value;

ii) Naive model: adjusted for the misclassified covariate value;

iii) CTM-MCSIMEX model: The joint model, which estimates the misclassification probabilities via CTHMM first and then applies the MCSIMEX algorithm with the estimated misclassification probabilities to the Naive model.

Since in reality, it is unknown whether misclassification truly exists in the observed data, misclassification probabilities will also be estimated in the simulated true data and the corresponding MCSIMEX estimator is also obtained for the true data.

Table 7 presents the results of the impact of the magnitude of the covariate misclassification on the estimation for the treatment effect. With increasing misclassification rates of the covariate, percent bias of the point estimate in the naive models increases greatly, from 6.27% in the mild
misclassification case to about 25% in the severe misclassification. The misclassification probabilities are estimated reasonably well via CTHMM; the MCSIMEX estimators partially reduce the bias. CTM-MCSIMEX works for mild and moderate misclassification, where $\geq 50\%$ bias reduction is achieved. However, when a large amount of misclassification (>30%) exists in the covariate, CTM-MCSIMEX estimators do not perform well. In addition, using MCSIMEX estimators do not improve the power of the hypothesis testing for the treatment effect. The power when using the MCSIMEX estimators is similar to that when using the Naïve models. In addition, type I error rates are also slightly inflated using CTM-MCSIMEX estimators compared to the true model and the naïve model.

<table>
<thead>
<tr>
<th>MCR*(Est.MCR)</th>
<th>Models</th>
<th>True parameters: $\beta_{trt}=0.405$, $\beta_{sev}=-2.4$</th>
<th>Mean(% Bias)</th>
<th>SE</th>
<th>MSE</th>
<th>Power</th>
<th>Type I Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0,0)</td>
<td>True</td>
<td>0.4012(-0.94%)</td>
<td>0.1488</td>
<td>0.0222</td>
<td>0.798</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CTM-MCSIMEX</td>
<td>0.4107(1.4%)</td>
<td>0.1517</td>
<td>0.0230</td>
<td>0.782</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td>(0.05,0.05)</td>
<td>True</td>
<td>0.4064(-0.10%)</td>
<td>0.1395</td>
<td>0.0195</td>
<td>0.794</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CTM-MCSIMEX</td>
<td>0.4038(-0.30%)</td>
<td>0.1499</td>
<td>0.0225</td>
<td>0.754</td>
<td>0.056</td>
<td></td>
</tr>
<tr>
<td>(0.2,0.2)</td>
<td>True</td>
<td>0.4011(-0.96%)</td>
<td>0.1489</td>
<td>0.0222</td>
<td>0.762</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CTM-MCSIMEX</td>
<td>0.3597(-11.19%)</td>
<td>0.1559</td>
<td>0.0264</td>
<td>0.664</td>
<td>0.057</td>
<td></td>
</tr>
<tr>
<td>(0.3,0.3)</td>
<td>True</td>
<td>0.4174(-3.05%)</td>
<td>0.1465</td>
<td>0.0216</td>
<td>0.790</td>
<td>0.051</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CTM-MCSIMEX</td>
<td>0.3322(-17.96%)</td>
<td>0.1354</td>
<td>0.0236</td>
<td>0.676</td>
<td>0.058</td>
<td></td>
</tr>
<tr>
<td>(0.4,0.4)</td>
<td>True</td>
<td>0.4140(2.22%)</td>
<td>0.1521</td>
<td>0.0232</td>
<td>0.782</td>
<td>0.054</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Naive</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CTM-MCSIMEX</td>
<td>0.3073(-24.12%)</td>
<td>0.1346</td>
<td>0.0277</td>
<td>0.652</td>
<td>0.056</td>
<td></td>
</tr>
</tbody>
</table>

*Assuming misclassification probabilities are the same at both levels of the severity; Est.MCR: estimated misclassification probabilities from CTHMM, $(\hat{\pi}_{1|0}, \hat{\pi}_{0|1})$:

\[
\hat{\pi}_{0|1} = Pr(O(t_1) = 0|S(t_1) = 1), \hat{\pi}_{1|0} = Pr(O(t_1) = 1|S(t_1) = 0)
\]

4.5 Application

We applied the joint modeling strategy to real data from the IMS III trial. A total of 521 subjects were included in the analysis, all of which had 4 repeated measurements of NIHSS at baseline, and 40 minutes, 24 hours and 5 days after symptom onset. The misclassification probabilities of the
Table 8: Estimated coefficients in the naive model and CTM-MCSIMEX model

<table>
<thead>
<tr>
<th>Coefficients</th>
<th>Naive Model</th>
<th>CTM-MCSIMEX</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimates</td>
<td>SE</td>
</tr>
<tr>
<td>Intercept</td>
<td>-0.0977</td>
<td>0.150</td>
</tr>
<tr>
<td>Treatment</td>
<td>0.0668</td>
<td>0.175</td>
</tr>
<tr>
<td>Severity</td>
<td>-1.2660</td>
<td>0.196</td>
</tr>
</tbody>
</table>

Dichotomized NIHSS (stroke severity) were first estimated via CTHMM with the unit of the time in days, i.e. \( t = \{0, 0.03, 1, 5\} \). According to our previous work, a CTHMM with piecewise constant transition intensity fit the data better; therefore the resulting misclassification probabilities from such CTHMM were used for the bias correction using MCSIMEX model in the second stage. In the primary analysis, the treatment effect was assessed via Cochran-Mantel-Haenszel test, with adjustment for the baseline stroke severity defined according to NIHSS. To be consistent with the primary analysis specified in the Statistical Analysis Plan, only dichotomized NIHSS was adjusted for in the analytic model, in addition to the treatment assignment.

Based on CTHMM, about 3.8% (95%CI: [0.0302, 0.0423]) of the subjects with mild/moderate stroke were misclassified as a severe stroke. The misclassification probability for subjects with severe stroke was almost double that of those with mild/moderate (6.6%, 95%CI: [0.0554, 0.0782]). Table 8 presents the results for the naive model as well as CTM-MCSIMEX estimators. The primary analysis from the IMS III trial was not able to demonstrate the treatment efficacy; using the CTM-MCSIMEX estimator, we confirmed the finding with a smaller estimated coefficient for the treatment and slightly larger standard error of the estimate.

4.6 Discussion

In this paper, we demonstrated the feasibility and the performance of combining CTHMM and MCSIMEX algorithm to correct the estimation bias for the perfectly measured variable (e.g. treatment assignment) caused by covariate misclassification when no gold standard for the misclassified variable is available. The repeated measurements of the misclassified variable provide additional
information for the error process. For data with mild to moderate misclassification (e.g. < 20%), bias correction for the perfect measured variable using this joint modeling strategy is reasonable provided that the estimated misclassification probabilities in the first stage are relatively accurate. However, the bias correction is attenuated significantly when misclassification probabilities in the covariate are greater than 30%. Large amount of bias remains uncorrected even with the CTM-MCSIMEX estimators. In such case, as far as our knowledge, no methods in the literature can provide a good bias correction. On the other hand, if the estimated misclassification probabilities are small, e.g. total error rate $\left( \pi_1|0 + \pi_0|1 \right) < 5\%$, joint modeling is not necessary. With such small amounts of misclassification of the covariate, the impact on the perfectly measured variable is small. In addition, if data are not misclassified, using CTHMM can still provide estimation of misclassification probabilities, although with small magnitude, which results in overcorrection of the parameter estimation for the perfect measured variable via MCSIMEX model as demonstrated in our simulation.

While the point estimates are improved using joint modeling, the power of the hypothesis testing for the treatment effect is also impacted and is similar to the naïve model without correction. This may partly be due to the simulation procedure in the MCSIMEX algorithm introducing extra variability into the simulated data, resulting in large standard errors while making inference. In addition, the combined approach also leads to a slightly inflated type I error probability. Since the misclassification probabilities used in the MCSIMEX algorithm are estimated from the first stage, the variances of the estimated misclassification probabilities are not fully considered in the second stage even with the increased standard error estimation in the MCSIMEX algorithm. Thus, further research is needed to improve the variance estimation for the parameter estimates, which could incorporate the variability of the estimation for the misclassification probabilities using repeated measurements.

In the simulations, we only demonstrate simple cases where no additional covariates were adjusted for in either CTHMM or MCSIMEX model. However, the joint modeling strategy is flexible. If there is external information about misclassification probabilities, it could be incorporated into
Likelihood ratio tests could be applied to compare if such adjustment is needed. Other information, such as death, could also be included in the CTHMM while estimating the misclassification probabilities (Jackson et al., 2003; Jackson and Sharples, 2002), which may potentially improve the estimation for the misclassification probabilities given the certainty of the death information.

There are some limitations in this study. The assumption that the misclassification probabilities are the same across all time points is strong. It may be the case that the misclassification probabilities decrease over time; that is, the evaluation of the disease severity for individual subjects is improved over time. Therefore, a time varying misclassification matrix may be more appropriate in this case. This will be addressed in future works. Secondly, we only evaluate the performance for the two-state cases; further exploration is needed for the scenario with more states.

In summary, the joint analysis strategy can be applied to adjust the estimation bias of the perfectly measured variable caused by covariate misclassification when repeated measurements of the covariate are available. With mild to moderate misclassification in the covariate, the performance of CTM-MCSIMEX estimator in terms of bias correction is reasonable. With the flexibility of the joint modelling strategy and ease of implementation, it can be applied to more complicate modelling such as survival analysis.
5 SUMMARY AND CONCLUSIONS

5.1 Conclusions

This work mainly focuses on a common practical issue of covariate misclassification under covariate-adaptive randomization. However, the emphasis surrounds the impact on both the type I error and power of the hypothesis testing and bias of the estimate for the perfectly measured variable (e.g. treatment effect). To understand such impact, we first demonstrate theoretically and through simulation that under covariate-adaptive randomization, type I error can be maintained if the same misclassified covariate is adjusted for both during randomization procedures and in the analysis. However, adjusting for the misclassified covariate in the analysis will lead to power loss and biased estimation for the perfectly measured variable using generalized linear regression. The magnitude of power loss and bias is not ignorable, especially when the covariate effect on the outcome is large relative to the treatment effect, or the misclassification rate is relatively high (Original paper I). Secondly, in order to identify the misclassification error in the covariate, we illustrate the performance of the CTHMM with a focus on estimating misclassification probabilities when a repeatedly measured error-prone covariate is available. We propose to use AIC, which is calculated based on a modified likelihood of estimated parameters given data, to directly compare between models with and without misclassification. We show through simulation that the AIC approach behaves much better, in terms of identifying the correct model for the misclassified data, than the Pearson-type goodness-of-fit test in terms of identifying the correct model for the misclassified data, which is the only formal test currently in the literature (Original manuscript II). Further, we propose a two-stage analysis strategy, which combines the CTHMM and MCSIMEX models to correct the estimation bias for the treatment effect. It provides at least 50% bias correction when there is mild to moderate misclassification in the covariate (e.g. < 20%). The performance is comparable to other methods in the literature. In addition, the two-stage modeling strategy is flexible in terms of dealing with complicated analysis model and easy to implement. Estimates based on CTM-MCSIMEX may provide some insight into the treatment effect when no misclassification error can
be assumed and be used for future study design (Original manuscript III).

5.2 Strengths & Limitations

This work mainly focuses on the estimation of the perfectly measured variable when there is covariate misclassification. It simultaneously takes into consideration the disease development as well as the uncertainty of diagnosis for disease severity. It maximizes the utility of the available information which makes more biological sense, and also accounts for real practice, both clinically and statistically. To the best of our knowledge, no study has emphasized the importance of and methods related to estimation of the perfectly measured variable under misclassification of prognostic covariates.

There are several limitations of this study. First of all, we are not able to deal with covariates that are not ordinal, like race or cancer type, since those variables do not transit between types (states). For simplicity, we only consider two-state scenarios with no additional covariate adjustment in either the CTHMM or the MCSIMEX model in the simulation. In addition, we assume the misclassification probabilities are the same across all time points. This may not be true in real practices; the misclassification probabilities may reduce after the disease has stabilized, and physicians may become more familiar with patient status over time.

5.3 Future Directions

Although we have demonstrated the performance of the CTHMM with a focus on estimating misclassification probabilities and the feasibility of combining the CTHMM and the MCSIMEX models for correcting the bias for the perfectly measured variable, there is still much work to do. First of all, it is reasonable to assume that the misclassification probabilities vary over time. Therefore, a time varying misclassification matrix should be considered in the analysis. This can be done either by adding a random effect or imposing known correlation structures to the misclassification probabilities. The performance of such a model needs to be evaluated, including parameter iden-
tification, point estimation and model diagnosis. In addition, more complicated scenarios such as three or more states, additional covariates on the misclassification probabilities or the outcome, death should be considered and incorporated into analyses. Because those scenarios may provide additional information for parameter estimation, therefore are worth further studying in depth.
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